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Research Note

Prebunking misinformation techniques in social media
feeds: Results from an Instagram field study

Boosting psychological defences against misleading content online is an active area of research, but
transition from the lab to real-world uptake remains a challenge. We developed a 19-second prebunking
video about emotionally manipulative content and showed it as a Story Feed ad to N = 375,597 Instagram
users in the United Kingdom. Using an innovative method leveraging Instagram’s quiz functionality (N =
806), we found that treatment group users were 21 percentage points better than controls at identifying
manipulation in a news headline, with effects persisting for five months. Treated users were also more
likely to click on a link to learn more. We outline how inoculation campaigns can be scaled in real-world
social media feeds.
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Research questions

e Can psychological inoculation videos be implemented and scaled on a social media scroll feed?

e How can inoculation videos from the lab be optimized for ad campaigns on Instagram?

e Does a brief inoculation video boost people’s ability to correctly identify misinformation
techniques in a real-world social media feed over time?

e Canashort inoculation video increase information-seeking behavior?

Research note summary

e We created and pilot-tested a very brief inoculation video that prebunks emotional manipulation
online for optimization in a Story Feed Ad Campaign on Instagram.

e We applied existing ad campaign methodology to trial a novel quasi-experimental approach.
Specifically, we assigned users to a treatment or control group and leveraged Instagram’s poll
sticker functionality to test users’ ability to correctly identify emotional manipulation in a
(fictitious) news headline after exposure to the inoculation ad, both immediately and five months
later (follow-up).
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e Instagram users in the treatment group were significantly and substantially better than the
control group in correctly identifying emotional manipulation in a news headline. Moreover, the
inoculation effect remained detectable five months later.

e Despite low base rates, Instagram users in the treatment group still clicked on a link to “learn
more” about inoculation science with significantly higher frequency than the control group.

e We conclude that inoculation videos can easily be scaled and implemented on social media
platforms to empower users to identify online manipulation. We encourage future research to go
beyond identification and evaluate resistance to misinformation using a wider array of measures.

Implications

The spread of harmful misinformation is posing challenges to public health and democracies worldwide
(Ecker et al., 2024; van der Linden et al.,, 2025). One of the main insights from recent research on
misinformation is that addressing misinformation at the system-level is complex (Dek et al., 2025), and
many experts agree that misinformation does not only include entirely false or fabricated news but
importantly, also biased and misleading content (Allen et al., 2024; Altay et al., 2023; van der Linden et
al., 2025). In fact, research has found that propagandistic and more subtle forms of media manipulation
can have a much bigger impact on people’s attitudes than outright fact-checked misinformation (Allen et
al. 2024; Ecker et al., 2024; van der Linden & Kyrychenko, 2024).

Because people often continue to rely on misinformation in their reasoning—even after having
acknowledged a correction (Lewandowsky et al., 2012)—researchers have increasingly focused on more
preemptive approaches to countering misinformation, including prebunking (Roozenbeek & van der
Linden, 2024). Prebunking aims to prevent people from falling for misinformation in the first place. The
most well-known method of prebunking, which we adopt here, is based on inoculation theory (McGuire,
1964; Roozenbeek et al., 2020; van der Linden, 2024) which follows the medical analogy: similar to how
bodies gain resistance to infection via exposure to weakened doses of a pathogen (i.e., the vaccine), so
too can individuals cultivate cognitive resistance to misinformation through preemptive exposure to a
weakened dose of the techniques used to produce misinformation along with strong refutations or tips
on how to spot them (Compton et al., 2021; Lewandowsky & van der Linden, 2022; Roozenbeek & van der
Linden, 2024; van der Linden, 2024). A vast amount of research has emerged exploring the efficacy of
psychological inoculation against misinformation (for comprehensive reviews, see Compton et al., 2021;
Lewandowsky & van der Linden, 2022; and Traberg et al., 2022), with meta-analyses finding that the
approach significantly boosts improved discernment of misinformation (Huang et al., 2024; Simchon et
al., 2025).

Most of these studies use laboratory experiments, detached from how people might (or might not)
interact with prebunking interventions on social media (Roozenbeek et al., 2024). One exception is
Roozenbeek et al. (2022), who conducted a randomized field study on YouTube where, as part of a large
advertising campaign targeting consumers of U.S. political news, short prebunking videos were placed in
the ad spaces (before potential exposure to harmful content). Individuals were prompted with a quiz
within 24 hours to see if they could accurately spot the manipulation technique they were inoculated
against, leading to an average boost of about 5% to 10% in correct technique recognition in the treated
group compared to controls (Roozenbeek et al., 2022). Google has since validated and rolled out these,
as well as other prebunking videos, to hundreds of millions of people (Jigsaw, 2023).

However, it remains unclear how and to what extent this approach extends to social media platforms
where users interact with media content in a different way. In their experiment, Roozenbeek et al. (2022)
leveraged a commercial ad campaign and the so-called “brand lift” (polling) function to evaluate their
campaign on YouTube, but little is known about how this methodology could be extended to other social



van der Linden,; Louison-Lavoy, Blazer; Noble; Roozenbeek 3

media platforms where users might quickly scroll through headlines with limited attention. Some
experiments have attempted to look at the potential for inoculation by using a simulated social media
feed with mixed success (cf. McPhedran et al., 2022; Wang et al., 2025). The major downside is that those
experiments, while internally valid, are not representative of what people might do on a real social media
feed when targeted with ads (as is common during political campaigns). Accordingly, we launched an
inoculation campaign on a live Instagram scroll feed to evaluate the potential for psychological inoculation
against online manipulation in the real-world.

Specifically, we designed and tested a short prebunking video that inoculates people against
emotionally manipulative content on social media (see Appendix A). Misinformation is known to exploit
emotions on social media by eliciting outrage and other negative emotions (McLoughlin et al., 2024).
Although emotions are valuable to communication, they can be used deceptively by steering people away
from facts and evidence, a tactic known as the appeal-to-emotion fallacy (Hamlin, 1970; Walton, 1987).
Indeed, people are more likely to accept misinformation in an emotional state (Martel et al., 2020) and
much research has shown that misinformation contains significantly more negative emotions than non-
manipulative content (Carrasco-Farré, 2022; Fong et al., 2022; Kauk et al., 2025; Mcloughlin et al., 2024;
Vosoughi et al., 2018). Prior research has found that inoculating people against the appeal-to-emotion
fallacy improves discernment between manipulative and non-manipulative information (Traberg et al.,
2024). Accordingly, we designed an Instagram campaign that targeted 375,597 users between the ages of
18 and 34 in the United Kingdom with a 19-second prebunking video ad in the Story Feed on Instagram.
The ad forewarned users of emotional manipulation on social media using a weakened dose example of
fearmongering with a fake headline that claimed “Yoga linked to terrifying full body cancer” (see Figure 1
and Appendix A).
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Figure 1. Visual overview of experimental design and poll evaluation method. The figure illustrates the experimental
methodology of how Instagram users are exposed to the prebunking ad (see Appendix A) as well as an example of the Instagram
Poll Sticker users saw in their Story Feed following the ad (poll exposure ranged from 24h to 10 days after the ad).
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Our results have important implications for researchers, policymakers, and practitioners:

(1) We provide real-world evidence that brief prebunking videos can be scaled inexpensively and
deployed as ads to many thousands of social media users in the context of a scroll feed where
attention to accuracy may be limited (Searles & Feezell, 2023). We also note that relatively minor
changes to color, length, and tone of the videos can impact engagement metrics (see Appendix
A). Future efforts could achieve higher view rates with additional A/B pretests of message
variants. We also note the importance of exploring cultural variation in engagement and
effectiveness of inoculation campaigns on global platforms such as Instagram, as the type,
meaning, and prevalence of misinformation techniques might differ across platforms and cultures
(BBC, 2025). This variation is important in light of ongoing discussions about how to optimize the
uptake of interventions (Roozenbeek, Young, & Madsen 2024; Roozenbeek et al., 2025).

(2) We found that baseline recognition of emotional manipulation is poor (38%) among polled
Instagram users (note 50% equals chance). Encouragingly, the campaign substantially boosted
Instagram users’ ability to spot fearmongering online by about 21 ppts (compared to controls).
This is important because we selected the age range (18-34) based on recent research which finds
that younger audiences are more susceptible to misinformation (Kyrychenko et al., 2025).

(3) We also show that the treatment effect remained stable (at the group-level) for 5 months, which
is notable given that inoculation effects often wear off over time (Maertens et al., 2025).

(4) These findings are particularly important in light of the fact that negative and outgroup-hostile
content is often shared more to social media (Marks et al., 2025; Watson et al., 2024) and informal
fallacies, such as appeals-to-emotion, are frequently deployed by populist politicians during
election campaigns (Blassnig et al., 2019). Accordingly, it is promising that a short video can help
audiences identify emotional manipulation.

(5) We also found significant differences in information-seeking behavior insofar the click-through
rate (CTR) on the ad to learn more about prebunking was about three times higher in the
treatment group compared to the control group, which suggests that inoculation interventions
can alter (digital) behavior. Future research could pair CTRs with browser data via pixels to record
web activity to see what additional information-seeking behavior users engage in on the website.

Limitations of our approach include the fact that although there is strong correspondence between
technique identification and cognitive resistance (e.g., lower reliability ratings of misleading posts) in lab
studies (Roozenbeek et al., 2022), identification is just one (first) step in the resistance process, and we
do not have data on mechanisms (e.g., counter-arguing, motivation to resist) or people’s credibility ratings
here, given that the poll only allows for a single-item. However, instead of technique recognition, future
research could ask whether people also find specific content (un)reliable, model (sharing) discernment
using inferential methods, and assess potential network effects (e.g., to examine if people share the
inoculation video with others in their social network). We also note that the response rate to the poll is
relatively low (~1%), that pure randomization to groups is not possible within the Instagram ad manager
(see methods for our approximation), and that it is not possible to know whether the follow-up sample
contains responses from the same users who filled out the initial poll (though we deem this unlikely given
the large sample).

Further, Instagram only allows for a single test item with just two options, which limits measurement
validity, and we only tested a single technique, so future research should investigate the generalizability
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of inoculation campaigns to other issues and platforms (though prior research on YouTube with multiple
choice items has been promising in this regard; see Roozenbeek et al., 2022; Jigsaw, 2023). Users also self-
selected both in terms of watching the treatment video and responding to the poll, which may have
introduced a response bias insofar as more motivated users are more likely to watch the video (though
opt-in bias for at least the poll is symmetrical between the control and treatment groups). Meta’s
algorithm also introduces potential unknown biases as they optimize ad delivery to those most likely to
respond to the ad but that is true of any real-world social media campaign (which is the focus of our
study).?

In terms of the sustained prebunking effects, it is possible that single technique campaigns may yield
increased longevity because clearly focused messages tend to be the most effective on social media. A
single technique such as emotional manipulation is also easier to remember and recognize, which is key
because memory is a leading predictor of inoculation decay (Maertens et al., 2024). In fact, prior research
on the longevity of inoculation effects has found that shorter, single-tactic inoculations are narrower but
achieve longer-lasting impacts than more complex multi-technique interventions that are broader but
harder for people to memorize (Maertens et al., 2024). Having said this, there was differential attrition in
the follow-up between groups, so it could well be the case that more motivated users responded at follow-
up, which is an important predictor of better memory in itself (Maertens et al., 2024).

With respect to the campaign content, we note that our paradigm relies on the assumption that the
appeal to emotion is problematic by definition of being a fallacy (Walton, 1987; Traberg et al., 2024).
Although misinformation often explicitly exploits emotions (Mcloughlin et al., 2024; Kauk et al., 2025), it
is possible for content to be emotionally charged without being fallacious per se. In this case, it is
nonetheless important to recognize that the same content can be presented without emotional
exploitation. To illustrate, although climate change is a serious and urgent threat, given the lack of
collective action, some communicators might consider it prudent to engage in fearmongering or
unrealistic doom messaging (Stuart, 2025). Moreover, any (dubious) claim can be accompanied by
emotional manipulation, even when originating from official sources. For example, U.S. President Donald
Trump and Health Secretary Robert F. Kennedy Jr. have repeatedly fearmongered about unproven links
between Tylenol and autism (American Academy of Pediatrics, 2025). Inoculation simply empowers
people to form veracity judgments with better awareness of attempts to manipulate their feelings rather
than make value judgments about when it is deemed more or less acceptable to manipulate.
Encouragingly, recent meta-analyses show that inoculation increases manipulation discernment without
causing undue skepticism of credible content (Simchon et al., 2025), and pairing inoculation with accuracy
nudges can boost both technique and truth discernment (Pennycook et al., 2024).

Overall, we provide evidence of a low-cost and scalable method for rolling out and evaluating video
ads that effectively help users identify key misinformation techniques on real-world social media scroll
feeds. For example, the cost-per-thousand (CPM) is $8.25 for the treatment video, suggesting 100,000
impressions can be obtained for just $825, which is below the Meta average (Birch, 2025) and a tiny
fraction of the millions spent during political campaigns (Bellingcat, 2024).

2 Meta’s algorithm uses machine learning to estimate a person’s “action rate” (i.e., the likelihood someone takes the desired action
of the ad, such as views or clicks). The algorithm takes into account both on-platform (e.g., relevant prior likes and posts) and off-
platform (e.g., website visits, app purchases) features as well as the content of the ad, explicit user feedback, and the time of day,
to optimize ad delivery to their users (Meta, 2020).
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Findings
Finding 1: Short prebunking ads increase correct recognition of emotional manipulation on social media.

Users were invited to complete a poll sticker in their story feed (see Figure 1), which tested their ability to
evaluate the correct manipulation technique in a single headline. We targeted 188,137 users in the control
group and 45,285 users in the treatment group in order to receive n = 403 poll responses in each group
(total n = 806, see methods for sample and targeting details). The time-lapse between ad exposure and
poll completion ranged from 24 hours to 10 days.

On average, 59.55% of users correctly identified emotional manipulation in the treatment group
(40.45% incorrect) compared to only 38.21% in the control group (61.79% incorrect). A two-proportion z-
test was statistically significant with a medium effect-size X?(1) = 35.87, p < .001, h = 0.43. Correct
discernment or the “lift” on the ad (the difference between % correct in the treatment versus control
group) is 21.4 percentage points (95%Cl [14.6, 28.0]; see Figure 2 and Appendix B).
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Figure 2. Proportion of Instagram users who correctly identify emotional manipulation in the poll. Note that the chi-square
test is statistically equivalent to the proportion z-test in the case of a 2x2 contingency table (22 = X2).

Finding 2: Correct recognition of emotional manipulation remains stable over five months.

We polled the treatment and control groups again, though we did not achieve the same sample sizes due
to differential attrition at follow-up (Ncontrol = 432, Nireatment = 244), and we do not know whether the follow-
up contains responses from the same individuals as the initial poll. However, we deem this unlikely given
the large pool from which we sampled (total reach in the control group was N = 160,416 and N = 39,354
in the treatment group). We therefore evaluated this as a repeated cross-sectional test five months later.
On average, 66.39% of users still correctly identified emotional manipulation in the quiz in the treatment
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group (33.61% incorrect) compared to only 43.98% in the control group (56.02% incorrect). A two-
proportion z-test was statistically significant with a medium effect-size X?(1) = 31.38, p < .001, h = 0.45.
The “lift” on the ad remained stable at 22.21 percentage points (95%Cl [14.85, 29.96]; see Figure 3).
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Figure 3. Proportion of Instagram users who correctly identify the misinformation technique at five-month follow-up.
Finding 3: Short prebunking ads significantly increase information-seeking behavior.

As an exploratory measure of information-seeking behavior, Instagram users could click on a link below
the poll quiz (Figure 1) to learn more about the science of inoculation against misinformation. The click-
through rate (CTR) is calculated as the number of clicks divided by the total impressions. In total, 147 link
clicks were recorded in the treatment group (out of 47,623 ad impressions), which was significantly higher
than the control group (127 clicks) out of 119,101 ad impressions, X*(1) = 84.61, p < .001, h = 0.05 (Figure
4 and Appendix B). Although small in absolute terms, the CTR was approximately 3 times higher in the
treatment group (0.31%) compared to the control group (0.11%). This difference of 0.20 percentage
points, 95% Cl (0.148, 0.255), can be considered meaningful given the low base rate of this behavior on
social media (CTRs are often < 1%; see Grigalilnaité, 2025). Five months later, 108 link clicks were
recorded in the treatment group (out of 39,354 ad impressions, or 0.274%), which remained significantly
higher than the control group (166 clicks out of 163,555 impressions or 0.101%, X?(1) = 70.35, p < .001, h
=0.04).
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Figure 4. Proportion of Instagram users who clicked on the ad to “learn more” about prebunking misinformation.

Methods

Instagram campaign method and sample

We partnered with Google Jigsaw and Reality Team—a U.S.-based NGO with experience in evaluating
media literacy campaigns on social media. Jointly, we designed a treatment video?® to appear in the Story
Feed of Instagram users. The video was just under 20 seconds long and was designed to be simple to
attract the attention of those who may not otherwise have an interest in spotting disinformation. The
video ad aimed to inoculate users by forewarning them of emotional manipulation on social media
(Roozenbeek et al., 2022) using a weakened-dose example of fearmongering with a fake headline that
claimed, “Yoga linked to terrifying full body cancer” (see Figure 1).

We designed an Instagram campaign that targeted 375,597 users between the ages of 18 and 34 in
the United Kingdom with the aforementioned prebunking video ad, which appeared in the Story Feed on
Instagram. A key criterion of the campaign was that users needed to watch at least 50% of the video in
order to move to the “watch-list” to be eligible for our subsequent poll. We did not deem it informative
to test users who did not watch the video, so we set 50% playtime as the minimum requirement. There is
debate about the benefits and drawbacks of intention-to-treat (i.e., all users) and “as-treated” or “per-
protocol” designs (Molero-Calafell et al., 2024; Roozenbeek et al., 2025), with our study being
conceptually closer to the latter (i.e., high compliance) rather than the former. While per-protocol designs
often represent “best case” scenarios, ITT designs have a stronger causal design but can greatly dilute

3 https://shorturl.at/mX4cO
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power to detect treatment effects (Roozenbeek et al., 2025). We first ran some small pilot studies to
optimize the ad for the audience (e.g., color, tone, music) and ensure sufficient engagement with the poll
(see Appendix A). Based on a power calculation (alpha = 0.05, power = 0.90) for a two-proportion Z-test
using effect-sizes from Roozenbeek et al. (2022), we aimed for roughly 400 poll responses per group (n =
800 total). Based on Reality Team’s prior experience, we expected 10% to 20% of users to convert to the
watchlist and 1%-2% of the watchlist to respond to the poll. Accordingly, we set the range for the watchlist
audience between 40,000 and 55,000. The video ad campaign ran for six days from February 5 to 11, 2025
(after which the polls started). In total, we reached 375,597 unique Instagram users, with the campaign
accruing 889,336 impressions (i.e., the number of times the ad was shown on screen). The treatment-to-
watchlist conversation rate was 12.05% with 45,285 users on the watchlist. The campaign garnered
472,612 video views and 49,100 recorded plays (10.38%) watched the video at least halfway through
(people can view the video multiple times). We then polled users from the watchlist (n = 45,285) to see if
the treatment group (n = 403, 0.85% response rate) became better at identifying manipulative
information than the control group, which was comprised of 119,101 users (n = 403 responses, 0.34%
response rate). For the follow-up study in July of 2025 (five months later), response rates dropped, but
we were able to collect n = 432 responses in the control group (reach = 160,416) and n = 244 in the
treatment group (reach = 39,354).

Poll and randomization procedure

The control group was comprised of 18—34-year-olds in the United Kingdom who, by design, did not watch
the video (and were drawn from a much larger group, so the response rate could be lower whilst still
obtaining a similar sample size). Lab experiments allow for random assignment to experimental
conditions, but this is more difficult in field experiments. True randomized assignment to a treatment or
control group is impossible within the Instagram ad manager. We therefore created a quasi-experimental
procedure by assigning participants to a treatment or control condition based on self-declared birth
months (users with birth months April, July, and October were assigned to the control group). Birth month
is a profile element that can be targeted in the Instagram ad manager, and it is our best approximation of
random assignment: we expect any predictable variation in baseline ability to identify misinformation
between Instagram users born in (for example) April and June to be negligible. We note that not all Meta
users declare their birth month, which introduces a potential sampling bias. Once we had a sufficiently
large list of people who watched the treatment video at least 50% of the way through (based on our
targets), we polled both the treatment and control groups.

The poll itself was a standard Story Feed ad that included a Poll Sticker feature. The video ad and
poll were both presented in the Story Feed to ensure consistency in the user base. The Poll Sticker only
allows for a single, binary question. The format, look, and feel of the question is fixed (see Figure 1), but
we placed the correct answer to the left to ensure intentional swiping. The campaign ran for six days
during February 2025, after which users from either the treatment or control group were invited to
complete a poll sticker in the story feed (see Figure 1), which tested users’ ability by having them evaluate
the correct manipulation technique using a binary question. The time-lapse between ad exposure and poll
completion ranged from 24 hours to 10 days—a larger delay than in Roozenbeek et al. (2022). In total,
806 users completed the poll in both the treatment and control groups during the main campaign period.
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Appendix A: Video ad and pilot campaigns

We ran a series of pretests to ensure that the video and poll ads would successfully earn attention, and
to compare a few variants to see how well they would perform. The details of these pilot experiments are
noted below. To evaluate performance of the video, digital marketers generally use several criteria,
including the hook rate or the percentage of people who stop scrolling to watch the beginning of the video
(defined as 3-second video play / number of impressions) as well as the hold rate or the percentage of
people who watch the video for 15 seconds or longer (defined as ThruPlays / 3-second video plays). The
vast majority of users will bounce if their attention is not captured within the first couple of seconds.
Although there are no official Meta benchmarks, a hook rate of 20% or more is generally considered
decent by digital marketer standards (e.g., see Metalla, 2025).

(%) Video performance @ 10f 1 Ads

See how audiences are engaging with your video creative.

Video plays @ Video average play time @ Hookrate @ Hold rate @
19,705 00:03 20% 1.52%

Time watched
Analyze your video performance by time watched to uncover creative optimization opportunities. Though a decrease in video play time is normal as the video elapses, significant drops may
indicate a lack of engagement.

[UK] Jigsaw - Video - Test 1
Video length: 00:19

100%
80%
60%
40%

“Scare words” | T
ARE RED FLAGS

0:00 0:01 002 0:03 004 005 006 007 008 0:.09 010 011 012 013 014 @15 0©16 017 018 0:19

Figure A1. Video performance statistics for Original Campaign Video 1 (November 27-December 2). The campaign video can
be viewed here: https://shorturl.at/mX4cO.
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(%) Video performance @ 10f 1 Ads

See how audiences are engaging with your video creative.

Video plays @ Video average play time @ Hookrate @ Hold rate @
23,527 00:01 9% 1.89%

Time watched
Analyze your video performance by time watched to uncover creative optimization opportunities. Though a decrease in video play time is normal as the video elapses, significant drops may
indicate a lack of engagement.

[UK] Jigsaw - Video - Test 2
Video length: 00:18
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Figure A2. Video performance statistics for Simplified Test Video 2 (December 10-December 12).

(¥) Video performance @ 10f 1 Ads

See how audiences are engaging with your video creative.

Video plays @ Video average play time @ Hookrate @ Hold rate @
28,633 00:02 18% 3.43%

Time watched
Analyze your video performance by time watched to uncover creative optimization opportunities. Though a decrease in video play time is normal as the video elapses, significant drops may
indicate a lack of engagement.

[UK] Jigsaw - Video - Test 4
Video length: 00:19
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Figure A3. Video performance statistics for Modified (less polished) Test Video 3 (December 27-December 29).
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| | 4

orrifying outbreak of
terrible disease among

helpless infants!”

Is this an example
of fearmongering or

false dilemma?

Click to learn more:
inoculaticn.science

Learn more

Figure A4. Poll sticker variation.



Appendix B: Campaign data

Table B1. Data output for the pilot studies and for the full video campaign and poll tests.

Responses (N)
Fearmongering
False dilemma
Correct %
Incorrect %
Reach
Impressions
Clicks
Engagements
Video plays
Plays (25%)
Plays (50%)
Plays (75%)
Plays (95%)
Plays (100%)
% Plays (25%)
% Plays (50%)
% Plays (75%)
% Plays (100%)
ThruPlays
Reporting starts

Reporting ends

Ad Name

Control Treatment Control Treatment Video- Video- Video- Video-
Poll Poll Test 1 Test 1 Test 1 Test 2 Test 3 Treatment
403 403 69 25
154 240 26 18
249 163 43 7

38.21% 59.55% 37.68% 72.00%

61.79% 40.45% 62.32% 28.00%

118137 45285 36344 2494 15978 24167 29279 375597
119101 47623 36344 6649 36831 36893 47806 889386
127 147 34 14 123 115 183 3324
514 528 96 38 4068 2222 5252 78915
19705 23527 28633 472612
3488 1709 4110 65027
2770 1148 2674 49100
2428 900 1979 41784
60 41 181 132
60 40 177 128
17.70% 7.26% 14.35% 13.76%
14.06% 4.88% 9.34% 10.39%
12.32% 3.83% 6.91% 8.84%
0.30% 0.17% 0.62% 0.03%
2394 846 1887 40986

11/02/2025 11/02/2025 27/11/2024  03/12/2024 27/11/2024 10/12/2024 27/12/2024 06/02/2025

20/02/2025 20/02/2025 20/02/2025

20/02/2025 20/02/2025 20/02/2025 20/02/2025 20/02/2025



