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Research Article 
 

Toxic politics and TikTok engagement in the 2024 U.S. 
election 
 
What kinds of political content thrive on TikTok during an election year? Our analysis of 51,680 political 
videos from the 2024 U.S. presidential cycle reveals that toxic and partisan content consistently attracts 
more user engagement—despite ongoing moderation efforts. Posts about immigration and election fraud, 
in particular, draw high levels of toxicity and attention. While Republican-leaning videos tend to reach 
more viewers, Democratic-leaning ones generate more active interactions like comments and shares. As 
TikTok becomes an important news source for many young voters, these patterns raise questions about 
how algorithmic curation might amplify divisive narratives and reshape political discourse. 
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Research questions  
• How does the political content of TikTok videos affect engagement levels? More specifically, how 

do the number of videos posted, viewed, and interacted with vary across the leanings of political 
content?  

• How does user interaction with political TikTok videos differ across various content 
characteristics, such as the presence of toxic content and other features?  

• How common is toxic content across different political topics, and how does toxic content in these 
topics relate to user engagement? 

• What patterns emerge in user engagement with toxic content during major political events? 
 

Essay summary  
• This study offers one of the first empirical examinations of how partisanship, political toxicity, and 

topical focus—such as immigration, racism, and election fraud—shaped user engagement with 
TikTok videos during the 2024 U.S. presidential election. 

• The analysis was drawn from 51,680 political videos on TikTok, using models adjusted for feed 
ranking, user behavior (author, music, posting time), and platform engagement metrics. 

 
 

 
1 A publication of the Shorenstein Center on Media, Politics and Public Policy at Harvard University, John F. Kennedy School of 
Government. 
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• The majority of videos analyzed (77%) were explicitly partisan and were associated with 
approximately twice the engagement of nonpartisan content. Republican-leaning videos received 
more views, while Democratic-leaning ones showed more interactions—measured by total likes, 
comments, and shares. 

• Toxic videos were associated with 2.3% more interactions. Partisan content also tended to show 
higher engagement, with Democratic-leaning toxic videos linked to even higher interactions. 

• Racism, antisemitism, and election fraud were among the most toxic topics, with toxicity defined 
as rude or disrespectful language. Toxic videos on elections (+1.3%) and immigration (+3.5%) 
received higher engagement. 

• Toxicity and engagement levels changed after major political events. Following Trump’s 
conviction, videos with severe toxicity and sexual attacks saw an approximate 2% surge in 
interactions. 

• Captions alone were weak predictors of partisanship and toxicity, but transcripts of the audio 
from the videos improved alignment with manual labels (68.2%) and had significantly more 
(56.2%) toxic content. These results highlight the limitations of surface-level text features and the 
need for multimodal analysis in political content detection. 

 

Implications  
 
This study examines how political toxicity—such as insults, threats, and harassment—manifests and gains 
engagement on TikTok, a recommendation-driven platform especially popular among users under 30 
(Leppert, & Matsa, 2024; TikTok, 2025e). While toxicity is often treated separately from misinformation 
and disinformation, recent literature shows that these forms of harmful content frequently overlap, 
particularly in polarized or conflict settings (Mosleh et al., 2024; Wardle, 2024). False or misleading 
narratives often co-occur with toxic or identity-targeted language (Ferrara et al., 2020; Marwick & Lewis, 
2017). Many topics in our analysis—for example, racism, immigration, and election fraud—are frequently 
linked to misinformation campaigns, particularly during elections or crises (Donovan & Boyd, 2021; Guess 
et al., 2018; Neidhardt & Butcher, 2022). While misinformation and disinformation can intensify hostility, 
rising toxicity may signal deeper engagement with conspiratorial or extremist narratives (Bennett & 
Livingston, 2018; Meleagrou-Hitchens & Kaderbhai, 2017; Wardle & Derakhshan, 2017). Our findings 
reveal that engagement with political toxicity increases during politically sensitive events, raising concerns 
about how algorithmic systems may amplify such content, echoing similar concerns raised in recent work 
on platform visibility dynamics (Biswas, Lin, et al., 2025). This study contributes to ongoing discussions on 
platform governance and informs strategies for responsibly addressing harmful political content. 

We focused on nuanced political content—ranging from broadly political discourse to explicitly 
partisan posts—and how user interaction varies based on both toxicity and partisan alignment of the 
content. TikTok’s algorithmically curated feed presents a unique context in which content visibility is 
shaped not just by popularity but by engagement-driven ranking systems. Thus, what users encounter is 
filtered through algorithmic choices, not solely their preferences or followings. We also focused on user 
engagement with this political content, not merely passive exposure (views) but also active interactions 
such as likes, comments, and shares—forms of interaction that help us understand what types of political 
content resonate with users. Our analysis shows that toxic content draws higher engagement when tied 
to high-profile issues like labor rights, socio-cultural controversies, or major political events. Moreover, 
politically aligned content with toxic framing tends to receive more interaction than non-partisan toxic 
content, indicating patterns of differential responsiveness likely influenced by algorithmic sorting. 
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This raises important questions about the platform's role in amplifying divisive content: moderation 
practices and content delivery algorithms are inseparable, and accountability for one cannot be 
meaningfully separated from the other. Platform accountability—the responsibility to explain, justify, and 
refine how their systems govern content exposure—must address not only enforcement (what gets 
removed) but also amplification (what gets promoted), particularly when these systems mediate access 
to political expression. 

While TikTok has stated its commitment to balancing freedom of expression and community safety, 
its moderation policies and enforcement processes remain opaque (TikTok, 2024; TikTok, 2025c; TikTok, 
2025d). Although the platform uses a combination of human review and machine learning for moderation, 
there is limited public documentation on how these systems function, particularly in the political domain. 
The observed association between toxicity and partisan content engagement suggests that moderation 
processes may not be uniformly sensitive to context, though we caution against overgeneralizing these 
effects. Rather than implying moderation failure, these patterns point to the complexity of content 
governance in politically charged environments. 

Moreover, TikTok’s current data-sharing infrastructure, particularly its Research API (TikTok, 2025a), 
presents significant barriers to external auditing. The platform restricts access to historical content and 
disallows targeted user queries, limiting researchers’ ability to trace moderation decisions over time or 
across demographics and making it difficult to assess whether moderation practices are equitable or 
effective. Addressing this would require not only greater data access but also disaggregated transparency 
reporting, including enforcement actions by topic, timeframe, and moderation rationale. Procedural 
clarity and the opportunity to appeal can help ensure that moderation does not feel arbitrary or 
politicized. 

We found that signals from full video transcripts were more predictive of toxicity and political 
alignment than simply using captions or other content descriptors (e.g., hashtags). This is particularly 
relevant for political TikToks, which often rely on verbal arguments delivered in visually minimal formats. 
While TikTok has stated that it employs multimodal moderation techniques—including audio and visual 
processing (TikTok, 2025b)—public documentation is limited. Given the rhetorical characteristics of 
political videos, we argue that moderation strategies should be tailored to the dominant communicative 
modality. For political content, transcript-based analysis may yield more reliable signals than visual 
classifiers or keyword filters. 

These accountability mechanisms should be embedded not just in daily moderation operations but 
also in the platform’s crisis response protocols. Our study shows that engagement with toxic content 
spikes around political flashpoints, such as Trump’s conviction, mirrors well-documented patterns in crisis-
driven disinformation surges (Pierri et al., 2023; Starbird, 2017). These moments of heightened 
uncertainty and collective attention are precisely when platforms are most vulnerable to coordinated 
influence efforts and viral toxicity. We, therefore, echo calls for event-triggered moderation protocols 
(Goldstein et al., 2023), enabling platforms to promptly curb the spread of harmful political content during 
sensitive periods such as elections, protests, or geopolitical conflict. Platforms have implemented such 
measures in the past—for example, TikTok’s removal of Capitol riot-related hashtags, or Facebook’s pause 
on political ads during election periods (Paul, 2020; Perez, 2021)—but these interventions are often ad 
hoc. These mechanisms should be designed to prevent overreach while enabling human oversight and 
third-party auditability (Koshiyama et al., 2024). 

If platforms like TikTok continue to supply toxic and partisan content—particularly around charged 
sociopolitical issues—there is a risk of normalizing incivility and entrenching polarization. This is especially 
concerning given the platform’s influence over users under 30 (Karimi & Fox, 2023), many of whom rely 
on it as a source of political news (McClain, 2023; Siegel-Stechler et al., 2025). These patterns also create 
challenges for content creators who produce nuanced commentary, as they may struggle to compete with 
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more provocative content optimized for engagement. Greater platform transparency (Balasubramaniam 
et al., 2022; Diab, 2024; Felzmann et al., 2020) could empower educators, researchers, and civil 
organizations to use legal yet norm-challenging content as tools for media literacy and develop critical 
awareness of how algorithmic systems shape political understanding.  
 

Findings  
 
Finding 1: Partisan videos garner higher engagement. 
 
Figure 1A shows the dominance of partisan over non-partisan videos on TikTok in the overall share of 
posts, views, and interactions. A Mann-Whitney U2 test showed that partisan videos receive significantly 
more views (U = 144089417.0, r = 0.08, 95% CI = 0.07, 0.09, p < .001) and interactions (U = 140706446.5, 
r = 0.10, 95% CI = 0.08, 0.11, p < .001) than non-partisan ones.  

Figure 1B presents total posts, median views, and interactions per post across political leanings. 
Partisan videos receive nearly 2.2 times more median views and interactions compared to non-partisan 
videos. Republican-leaning videos receive slightly more views than Democratic-leaning content on 
average (MedRepub = 4,428, MedDem = 4,359); however, Democratic-leaning videos have higher interactions 
per post (MedRepub = 664, MedDem = 739). This suggests that while Republican content reaches a wider 
audience, Democratic content may foster more interaction and discussion.  
 

 
Figure 1. Distribution of engagement in political TikTok posts. Panel A shows the share of posts, views, and interactions for 

non-partisan, Republican-leaning, and Democratic-leaning content. Partisan content has higher engagement shares compared 
to non-partisan, with Republican-leaning videos having the highest engagement share on the platform. Panel B shows the total 

volume of posts and median views and interactions. 
 
 
 
 

 
 
2 Mann–Whitney U test: A non-parametric statistical test used to determine whether two groups differ in their distribution. It is an 
alternative to the t-test when data do not meet the assumptions of normality. 
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Finding 2: Toxicity is linked to higher interaction; partisan toxicity has a stronger association than non-
partisan toxicity. 
 
To examine whether toxic language drives user engagement, we used linear mixed-effects regression 
models3 that account for platform-driven exposure biases. Adjusting for these sources of bias helps reduce 
confounding from factors that influence content visibility and engagement. Specifically, we included 
random effects for post author, featured music, and posting time to control for algorithmic amplification 
and habitual engagement patterns (e.g., highly followed users or trending sounds). 

We found that videos containing toxic language received 2.3% (or b = 0.023)4 more interaction than 
non-toxic ones (95% CI = 0.017, 0.028, p < .001). The effect is stronger when toxicity appears in partisan 
content: toxic partisan videos received significantly more interaction than nonpartisan ones (b = -0.014, 
95% CI = -0.022, -0.007, p < .001), with Democratic-leaning toxic posts slightly outperforming Republican-
leaning ones (b = -0.006, 95% CI = -0.013, 0.000, p < .10). 

Beyond toxicity, we found that affective and demographic features also influence engagement. Videos 
with stronger red hues5 received 0.7% more interaction (b = 0.007, 95% CI = 0.004, 0.010, p < .001), and 
longer videos gained 1.0% more interaction (b = 0.010, 95% CI = 0.006, 0.014, p < .001). Videos featuring 
older speakers were also associated with slightly higher engagement (b = 0.005, 95% CI = 0.003, 0.008, p 
< .001). 

In contrast, hedging language6 was associated with lower interaction (b = -0.016, 95% CI = -0.025,           
-0.008, p < .001). Compared to Democratic-leaning videos, nonpartisan and Republican-leaning content 
received 4.0% (95% CI = -0.049, -0.031, p < .001) and 0.7% (95% CI = -0.014, 0.000, p < .05) less interaction, 
respectively. These findings suggest that rhetorical certainty, visual salience, speaker characteristics, and 
political framing all shape user engagement on TikTok. 
 
 

 
 
3 A type of regression model that accounts for both fixed effects (variables of interest like toxicity or topic) and random effects 
(unobserved variations across clusters such as users or videos). This allows for more accurate estimates when data is grouped or 
hierarchical. 
4 The regression estimate, or effect size (b), is a quantitative measure of the strength or magnitude of a relationship between two 
variables. For instance, videos containing toxic language receive 2.3% (or b = 0.023) more interaction. This means that, on average, 
a toxic video receives 2.3% more interactions than a similar non-toxic video, after accounting for topic, political leaning, user-level 
effects, and views. 
5 Red hue was measured as the average saturation of red pixels across video frames—a visual cue associated with emotional 
intensity or urgency. 
6 Hedging language refers to linguistic expressions that convey uncertainty or soften claims, such as “it seems,” “perhaps,” or “I 
believe.” 
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Figure 2. Marginal effects of toxicity on predicted interaction levels across political leanings, based on mixed-effects 

regression models controlling for views. Toxicity has a positive effect on interaction for all political leanings, with partisan-
aligned posts showing stronger associations than non-partisan. 

 
Finding 3: Associations between toxicity and engagement vary by topic and partisanship. 
 
To understand how toxicity and engagement interact across political themes, we categorized each video 
into one or more of 22 manually validated political topics (see Appendix C), including salient issues like 
immigration, racism, antisemitism, and election fraud. We found that toxicity levels were highest in topics 
such as racism, antisemitism, Nazi references, election fraud, and Trump’s assassination attempt (see 
Figure D1, Appendix D). Toxic content was associated with higher user interaction in videos about 
elections (b = 0.013, 95% CI = 0.000, 0.026, p < .05) and immigration (b = 0.035, 95% CI = -0.004, 0.074, p 
< .10) (Figure 4). In Republican-leaning videos, toxic geopolitical content (e.g., discussions of international 
conflict) showed a stronger engagement effect than nonpartisan equivalents (b = 0.050, 95% CI = 0.005, 
0.095, p < .05) (see Figure 5).  

We also examined how topics themselves—not just their toxicity—shaped engagement. Topics 
related to social and cultural issues (b = 0.034, 95% CI = 0.020, 0.047, p < .001), political figures and events 
(b = 0.012, 95% CI = -0.001, 0.025, p < 0.1), and labor (b = 0.032, 95% CI = 0.002, 0.062, p < .05) were all 
associated with significantly higher interaction (Figure 3). By contrast, immigration was associated with 
lower interaction overall (b = -0.029, 95% CI = -0.058, 0.000, p < .05), except for Republican-leaning 
immigration posts, which saw higher engagement (b = 0.047, 95% CI = 0.012, 0.083, p < .01). Republican-
leaning videos on labor issues also saw significantly lower engagement (b = -0.085, 95% CI = -0.134, -0.036, 
p < .001) (see Figure 4). 
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Figure 3. Effects of political topics on user engagement. User interaction varies by the primary political topic of each video. 

Topics such as labor rights, political figures, and socio-cultural issues are associated with higher engagement, while immigration 
shows negative associations. 

 

 
Figure 4. Interaction effects between toxicity, political topics, and party. The relationship between toxicity, political topics and 

engagement differs, influenced by partisan leaning. For example, the coefficient for “Toxicity*Election” captures the added 
effect of toxicity in election-related posts, beyond the average effect of toxicity alone. 
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Figure 5. Interaction effects of toxicity and partisan alignment in geopolitical content. Toxicity interacts with partisan 

alignment in shaping engagement on geopolitical topics. Specifically, Republican-leaning videos that contain toxic language 
about international conflicts are associated with significantly higher levels of user interaction than comparable Democratic 

content. 
 
Finding 4: Toxic content dynamics shift following political events. 
 
Toxic content notably changed after major political events—such as Trump’s conviction, the first 
presidential debate between Biden and Trump, the Republican National Convention (RNC), the Harris 
campaign announcement, and Democratic National Convention (DNC)—as shown in Figure 6. We found 
that overall toxicity (U = 68401.0, r = -0.22, 95% CI = -0.31, -0.14, p < .001), sexual toxicity (U = 62777.0, r 
= -0.11, 95% CI = -0.21, -0.02, p < .05), and severe toxicity (U = 66374.0, r = -0.21, 95% CI = -0.29, -0.12, p 
< .001) decreased in Democrat-leaning videos, while identity attacks (U = 69685.0, r = 0.18, 95% CI = 0.10, 
0.26, p < .001) increased in Republican-leaning videos after the Harris campaign announcement. Political 
videos with sexual attacks and severe toxic language saw increased user interactions by 2.0% (95% CI = 
0.004, 0.035, p < .05) and 1.6% (95% CI = 0.001, 0.032, p < .05), respectively, following the Trump 
conviction controversy, as shown in Figure 7.  
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Figure 6. Changes in toxicity types following major political events. Toxic language—including sexual toxicity, identity attacks, 
and severe toxicity—shifted following key political events such as Trump’s conviction and Harris’s campaign launch, suggesting 

that political flashpoints coincide with changes in hostile rhetoric. 
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Figure 7. Effects of toxicity types on engagement after major political events. This figure shows the effect of different toxicity 

types on predicted user interaction with political videos before and after Trump’s conviction. Sexually explicit language and 
severe toxicity are associated with significantly higher engagement in the post-event period, controlling for views and other 

covariates. 
 
Finding 5: Shallow textual features alone fail to detect partisanship and toxicity.  
 
To evaluate how well different inputs capture political content signals, we compared the performance of 
caption-based inputs (i.e., short text metadata) with transcript-based inputs (full spoken content 
extracted from videos). Specifically, we assessed whether models using full transcripts were better at 
identifying toxicity and political alignment than those using captions alone. 

For partisan alignment detection7, using captions, we achieved a Cohen’s Kappa of 0.44 with human-
coded labels, while using transcripts improved agreement to 0.74—indicating substantially better 
performance. For toxicity detection, using transcript, we identified8 higher toxicity levels in 56.2% more 
cases compared to caption-based models (Cliff’s δ9 = 0.12, 95% CI = 0.04, 0.21). This improvement was 
especially pronounced for toxicity subtypes like sexual toxicity, identity attacks, and severe toxicity, 
increasing by 60.4% (Cliff’s δ = 0.21, 95% CI = 0.12, 0.29), 62.9% (Cliff’s δ = 0.26, 95% CI = 0.17, 0.34) and 
72.6% (Cliff’s δ = 0.45, 95% CI = 0.37, 0.52) respectively (see Figure E1, Appendix E). 

 
 
7 Partisan leaning was identified using Mistral-7B-Instruct-v0.3 model as described in Appendix B. 
8 Perspective API was used to detect toxicity, please see Appendix H for details on manual validation. 
9 Cliff’s δ is a non-parametric effect size measure that quantifies the degree of difference between two groups. It ranges from -1 to 
1, where 0 indicates no difference, and values closer to -1 or 1 indicate stronger group differences. 
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These findings suggest that models relying only on shallow metadata, such as captions, risk 
systematically missing toxic or partisan cues that are more clearly expressed in spoken language. Our 
results highlight the importance of incorporating multimodal content signals—especially full transcripts—
for accurate political content analysis on platforms like TikTok. 
  

Methods  
 
Data collection and feature extraction 
 
We used the TikTok Research API to collect video posts in three waves. Our process began with identifying 
politically active users (or seed users) who posted at least three videos between January and March 2024 
using U.S. election-related hashtags (e.g., #election2024, #biden2024, #trump2024, #maga; see full list in 
Appendix A). We then applied a snowball sampling strategy, retrieving up to 1,000 liked videos per user, 
and iteratively expanding the sample of seed users by including authors of these liked videos. Our data 
collection period ranged from January 01, 2024, until the 2024 U.S. presidential election on November 7, 
2024 (see Appendix A for details). This yielded a dataset of 51,680 downloadable political video posts 
created by 15,344 unique users.  
    We extracted video transcripts using Whisper (Radford et al., 2023), enabling the analysis of full spoken 
content. We classified the partisan alignment of videos based on the transcripts, using the Mistral-7B-
Instruct-v0.3 model (Mistral AI, 2024). This yielded 20,385 Republican (R) leaning, 19,114 Democratic (D) 
leaning, and 12,047 non-partisan posts, which we further validated by manual annotation of 150 samples 
(see Appendix B).  

To examine how language and visuals influence engagement, we extracted a combination of linguistic, 
visual, and structural features from each video (Appendix A). Visual features included speaker 
demographics—age, gender—identified using DeepFace (Serengil & Özpınar, 2024) and verified through 
manual annotation (see Appendix G). We also extracted facial expressions (e.g., joy, anger), average red 
hue as a measure of color saturation, and technical video properties such as duration and frames per 
second (FPS). Linguistic features derived from transcripts included markers of generalization, causation, 
hedging (e.g., “I think,” “maybe”), subjectivity, and emotion words, based on lexicons and prior NLP work 
(Appendix A). Toxicity was assessed using Perspective API (Jigsaw, 2025), which detects general incivility 
as well as specific forms such as identity attacks, sexually explicit language, and severe toxicity. We 
adopted Perspective’s definition of toxicity as “a rude, disrespectful, or unreasonable comment that is 
likely to make you leave a discussion,” and validated this output through manual annotation, achieving 
Cohen’s Kappa = 0.79 (see Appendix H). Finally, we used a hybrid method combining keyword filtering and 
semantic clustering to identify politically salient video topics such as immigration, racism, and labor rights. 
Topic labels were finalized through manual review (see Appendix C). By integrating these diverse 
modalities—spoken text, visual signals, and structural attributes—our approach provides a robust 
framework for analyzing how TikTok videos shape political discourse and drive user engagement. 
 
Significant events  
 
We focused our analysis on several significant events during the U.S. presidential election cycle, as these 
moments had a substantial impact on political discourse and public opinion. These events include Trump’s 
conviction on 34 felony counts, the first presidential debate between Biden and Trump, the assassination 
attempt on Trump, the date Kamala Harris officially launched her presidential campaign after Joe Biden’s 
resignation, and the debate between Kamala Harris and Donald Trump following her entry into the race. 
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Additionally, we examined the Democratic National Convention (DNC) and the Republican National 
Convention (RNC), which spanned multiple days and served as critical moments for each party to energize 
their base and present their platforms.  
 
Statistical analyses  
 
We conducted Mann-Whitney U (MWU) tests with Benjamini false discovery rate10 (FDR) correction to 
compare differences in views and interactions (total number of likes, comments, and shares on a video) 
for partisan and non-partisan videos (RQ1). For research questions 2–4 (see Appendix F for model 
specifications and full regression results), we used linear mixed effect models with random effects on the 
user, post timing (i.e., day posted), and music effects in the video—to account for the hierarchical data 
structure and unobserved heterogeneity, such as variations in user behavior, content trends, or time-
specific factors influencing engagement.  

We assessed the impact of toxicity and how it varied by partisan leaning while accounting for other 
significant predictors of interactions (RQ2). To understand the effect of political topics, the model was 
extended by introducing interaction effects between toxicity, party affiliation, and topic groups (RQ3).  For 
RQ4, we evaluate the impact of significant events by comparing changes in overall toxicity as well as its 
subtypes in a week before versus after each event (i.e., all videos in a window of seven days pre- vs. post-
event) using MWU tests with FDR corrections. Furthermore, we evaluate how toxicity is associated with 
interactions after three of the most significant political events: Trump’s conviction, Trump’s assassination 
attempt, and Harris’ campaign announcement. 
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Appendix A: Data collection & feature extraction 
 
Data collection 
 
To construct a comprehensive dataset of political TikTok content, we employed a multi-step data 
collection process focused on identifying politically active users and their engagement patterns during the 
2024 U.S. presidential election. We first collected TikTok posts originating from the United States that 
contained the keyword “election” between January and March 2024, yielding over 361,000 posts by 
around 110,000 users. To refine our dataset, we identified relevant hashtags associated with U.S. politics, 
particularly those related to the presidential election, as described next. Then, we constructed a hashtag 
co-occurrence network (based on co-occurrence in video captions) and selected hashtags that appeared 
most frequently together using network backbone extraction. Next, to ensure a balanced representation 
of partisan content, we selected nine general election-related (#usa, #election2024, #election year2024, 
#electionyear, #america, #election2024prediction, #unitedstates, #election, #2024election), eight 
Democratic-leaning (#biden, #democrat, #biden2024, #voteblue2024, #joebiden, #joe, #biden2020, 
#democrats), and ten Republican-leaning (#donaldtrump, #trump2024, #trump, #maga, #republican, 
#trumptrain, #trump2020, #election2024trump, #electionfraud, #gop) hashtags that were among the 
most frequent in the co-occurrence network. Note that Biden was still the Democratic presidential 
candidate during this period. Using these hashtags, we identified politically active users (seed users) who 
post political content—that is, users who had at least three posts each containing any two of the hashtags.  
       We detected the partisan leaning of the seed users to monitor and limit partisan imbalance across 
iterative data collection rounds. This helped ensure that the final dataset was not disproportionately 
skewed in either direction due to our snowball sampling process. To determine the partisan alignment of 
these seed users, we employed FLAN-T5 large (Chung et al., 2024) to classify three of their posts that 
included voice-to-text transcriptions. The prompt was to simply classify a post as 
Republican/Democrat/Neither based on the stance expressed, and we use majority vote (out of 3 posts) 
to determine the leaning of the user. We were unable to identify the leaning of users for whom the voice-
to-text transcriptions (15% of posts had transcriptions provided by API) were unavailable or who had 
fewer than three posts with transcriptions. Overall, we labeled over 11,000 posts by 3,826 (3.5%) users. 
Note that these seed users were responsible for around 27% posts in the dataset. To validate the accuracy 
of our labeling, we manually labeled 100 accounts, achieving a Cohen’s Kappa of 0.53, indicating moderate 
agreement. Initially, we intended to collect videos posted by these politically active users. However, due 
to limitations in the TikTok API, we were unable to access their original posts. Instead, we collected videos 
that these users liked (1000 per user due to API restrictions), allowing us to analyze content that politically 
active users engaged with. To expand the seed users, we identified additional politically active users from 
the authors of these liked videos. This process was iteratively repeated three times, with diminishing 
returns in new user identification, suggesting saturation—3.5% new users in the third round compared to 
47.5% after the second round. 

Our final dataset comprised 4,624 labeled users, with the majority exhibiting a tendency to lean 
Republican (69%)—reflecting the initial data trends. Due to API constraints, we retrieved liked videos for 
683 users (65% Republican-leaning, similar to the initial user leaning distribution), yielding 1,004,654 
videos collected from January 1 to November 7, 2024. Using the previously mentioned hashtags—and 
additional tags like #kamala, #harris, #kamalaharris, #jdvance, #vance, #timwalz, and #walz—we 
identified 111,114 political videos containing at least one of these hashtags (11.06% of total liked videos 
collected), 51,680 (46.5% of political videos) of which were downloadable using a third-party library 
Pyktok (the remaining videos were likely removed by the user or platform). The mean number of posts 
during a week (i.e., 7 days) in our dataset was 1,055.8. Note, we were unable to identify the exact reason 
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for the removal of the remaining videos; nevertheless, our dataset reflects the naturally occurring set of 
publicly accessible political videos on TikTok during the collection period. Despite initial user imbalances 
and API limitations, our multi-stage, hashtag-seeded snowball sampling method produced a 
comprehensive video dataset that is balanced in partisan leanings, with downloadable content reflecting 
an approximately equal split between Republican- and Democratic-leaning videos (39.5% vs 37.1%) and 
included posts across a wide range of salient political topics and account demographics.  

 
Video feature extraction 
 
We extracted keyframes11 from videos to capture the most visually representative moments. This is crucial 
because TikTok videos rely heavily on visual elements to convey implicit messages, evoke emotions, and 
engage audiences. We inferred user demographics, including age, gender, and ethnicity, and facial 
emotions such as happiness, anger, fear, and sadness from keyframes, using DeepFace (see Appendix G 
for manual validation), and RGB color saturation from each keyframe using OpenCV. We aggregated these 
features at the video level, such as calculating the mean RGB values or the proportions of various emotions 
and demographics featured, to provide insights into the overarching visual and emotional tone of each 
video.  Figure A1 shows the demographic and video duration distribution in our dataset. 
 

Figure A1. Demographic and video duration distribution for political TikTok videos. Panel A shows proportion of man, panel B 
shows proportion of White, panel C shows mean age, as averaged over video keyframes. Our dataset is dominated by videos 

featuring men and White users, with an average age of 33.9. Panel D shows video duration in seconds, with an average duration 
of 89.8s. 

 
Furthermore, we extracted a variety of linguistic features from the video transcripts to analyze how 
language influences engagement. These features include markers of generalization (Somasundaran et al., 
2007) and causation (Boyd et al., 2022) to assess logical structuring, hedges (Islam et al., 2020) and 
subjectivity (Wilson et al., 2005) to gauge certainty and bias, and emotion-related indicators such as 
positive emotions, anger, and anxiety (Boyd et al., 2022). These linguistic elements provide insights into 
the emotional and rhetorical strategies employed by content creators to engage or persuade their 
audiences. 

 

 
 
11 Keyframes refer to a subset of still frames extracted from each video that represent significant visual transitions or scenes. These 
are used to summarize visual content and enable analysis of attributes like color saturation, facial expressions, and visual 
composition without processing every frame of the video. 
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Appendix B: Partisan alignment detection 
 
We experimented with various prompts and several state-of-the-art large language models (LLMs), 
including Flan-T5 Large, LLaMA-3.2-3B-Instruct (Meta Llama, 2024), and Mistral-7B-Instruct-v0.3, to 
classify partisan alignment of post transcripts and captions. We conducted a multi-stage manual validation 
process to select the final model and prompt. Two annotators iteratively labeled 1,000 samples over four 
rounds, refining both the prompt and labeling guidelines based on disagreement analysis. Discrepancies 
were resolved through discussion, and the final inter-annotator agreement reached a Cohen’s Kappa of 
0.77, indicating substantial agreement. After prompt and model tuning, we selected the Mistral-7B-
Instruct-v0.3 model for its high alignment with human-labeled data using the optimal prompt detailed in 
Table B1. When evaluated against the human labels, this model achieved an accuracy of 82%, precision of 
0.82 recall of 0.82, and F1 score of 0.81. Cohen’s Kappa is 0.74 between model outputs and human labels, 
which emphasizes similarity in agreement rates between LLM and human raters. These results 
demonstrate the robustness of the LLM-based classification pipeline when coupled with prompt 
engineering and human-in-the-loop validation. 
 
Prompt instruction for detecting partisan alignment  
 
As a highly knowledgeable and objective political analyst, your task is to determine the political leaning of 
the given text from transcripts of U.S. political videos based solely on the sentiment expressed, regardless 
of whether it contains offensive, obscene, or derogatory language. You must provide a political leaning 
even if the text lacks specific policy details or uses harsh language.  
 
Use the following criteria:  

(1) “Democrat” if the text supports Democratic figures or Democratic values like climate action, social 
justice, healthcare reform, and increasing taxes on high-income earners, or criticizes Republican 
figures or policies.  

(2) “Republican” if the text supports Republican figures or Republican values like strong border 
policies, traditional family values, and gun rights, or it criticizes, opposes, or uses derogatory 
language toward Democratic figures or Democratic values.  

(3) “Neither” if the text does not clearly support, oppose, or criticize any political figures or values of 
either party, and does not contain any language that indicates clear political affiliation.  

 
It is crucial that you provide an answer based on the sentiment expressed, even if the language is obscene 
or offensive. Make your choice based strictly on these criteria and respond with only one of the following 
labels: “Republican,” “Democrat,” or “Neither.” 
    Provide a rationale for your label and clearly state which of the above criteria you are using. Please first 
provide the rationale for the answer, followed by the answer in the format: rationale: label. Ensure that 
the rationale is clearly explained before the label is presented. Text: {text} 
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Appendix C: Topic analysis 
 
We initially used standard BERTopic (Grootendorst, 2022) to identify topics from the video transcripts. 
However, after a round of manual validation, we found that these topics tended to be noisy. We selected 
the top 50 topics based on frequency and manually filtered keywords (provided by BERTopic) to identify 
the most relevant ones for identifying topics. This was followed by multiple rounds of manual validation 
and merging certain topics to obtain the most representative topics in our datasets. Finally, we got 22 
salient topics using our keyword-based approach (the presence of at least 3 keywords) with around 63% 
of posts being assigned at least one topic. Two annotators labeled 20 posts per topic to validate the final 
topic assignment—interrater Cohen’s Kappa reliability was 0.92 (near perfect agreement). The precision 
of keywords ranges between 84–100% for each topic. The topics included “Election 2024,” “Religion,” 
“Economic Issues,” “Abortion,” “MAGA,” “January 6 Riots,” “Impeachment,” “Obama,” “Racism,” “Project 
2025,” “Immigration,” “Socialism,” "Gun,” “Israel War,” “Ukraine War,” “Nazi,” “Hunter Biden,” 
“Afghanistan,” “Trump’s Assassination Attempt,” “Labor,” “Election Fraud,” and “Cyclone Helene.” Figure 
C shows the volume, median views, and median interaction on topical posts by partisan alignment. 
 

Figure C1. Total posts, views, and interactions for topics. Posts about the 2024 elections, economic issues, and contentious 
issues like abortion and immigration are most frequent. Videos talking about issues like racism or antisemitism, and Trump’s 

assassination attempt get high views and interactions.  
 

Table C1 shows the topic grouping used for RQ3. In addition to these topic groups, “Immigration” and 
“Labor” were analyzed as individual topics, as they were particularly influential in the political discourse 
surrounding the 2024 U.S. presidential elections. 
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Table C1. Topic grouping for RQ3. 

Grouping Topics 
Political Figures & Events Impeachment, January 6 Riots, Project 2025, MAGA, Obama, Hunter 

Biden, Trump’s Assassination Attempt 

Socio-cultural Issues Racism, Abortion, Religion, Socialism, Gun, Nazi 

Elections Election 2024, Election Fraud 

Geopolitical Conflicts Israel War, Ukraine War, Afghanistan 

Economy Economic Issues, Cyclone Helene 
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Appendix D: Toxicity distribution by topic 
 

 
Figure D1. Distribution of toxicity in topical posts. Topics like racism, antisemitism, and election fraud, and topics about 

political ideologies like Nazi, MAGA, and socialism showed the highest levels of toxicity. 
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Appendix E: Toxicity detection using video captions vs. transcripts 
 
We selected 300 (100 for each partisan alignment) videos randomly and ran the toxicity classification on 
only video captions. The results are compared to toxicity scores using full video transcripts (see Appendix 
H for manual validation). As shown in Figure E1, using only captions is not enough to capture the toxicity 
(including subtypes) levels in the video.  
 

 
Figure E1. Toxicity distribution using only captions vs. video transcripts. Using only captions failed to predict toxic content 

levels present in the video. 
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Appendix F: Regression model selection, specification, and full results 
 
We estimated the observed effects (after controlling for views) on interaction for RQ2–4 using linear 
mixed effects models. We first selected the best-performing baseline model using ANOVA-based model 
selection to determine the most relevant features influencing user interactions. To capture content-
specific idiosyncrasies, we incorporated random effects for post author, featured music, and posting time, 
which enhances methodological rigor by disentangling algorithmic amplification from organic 
engagement patterns, offering a more precise analysis of how partisanship, toxicity, and political topics 
shape audience interactions. We experimented with several variations of models for RQ2–4, the best 
models in terms of high 𝑅! and low complexity (using Akaike Information Criterion or AIC) were selected. 
The baseline model features included partisan alignment, red hue, duration, hedging, anger, and age, 
after controlling for views. We use the following model for RQ2: 
 

  𝑦"# ∼ 𝛼$ + 𝛼%𝑡# + 𝛼&𝑡#𝑝#   + 𝛼'𝑝# +  𝛼()))))⃗ 𝐾# +𝑚#   +  𝛼)𝑣𝑖𝑒𝑤𝑠# +  𝑠" +𝑤#  
 
Where:  

• 𝑦"#  is the interaction on author 𝑢’s post 𝑖. 
• 𝑡 	denotes toxicity score. 
• 𝛼% is the effect of toxicity on interaction. 
• 𝑝	denotes partisan leaning of a post. 
• 𝛼& captures the joint effect of party and toxicity on interactions.  
• 𝐾	is the vector of other post features (red hue, duration, hedging, anger, and age) from the 

baseline model. 
• 𝑠	, 𝑤	, and 𝑚	 denote random effects on the user, post timing, and featured music, respectively.  

 
Model fit and sample: 

• N = 37,929 observations 
• Marginal 𝑅! = .894 (variance explained by fixed effects) 
• Conditional 𝑅! = .930 (variance explained by fixed and random effects) 

 
Table F1. Regression estimates, standard errors, 95% CI, and p-values for RQ2. 

Predictor Estimate SE 95% CI (LL, UL) p 
Intercept 0.000 0.006 [-0.011, 0.012] .943 
Toxicity 0.023 0.003 [0.017, 0.028] < .001 *** 
Party: Neither -0.040 0.004 [-0.049, -0.031] < .001 *** 
Party: R-leaning -0.007 0.004 [-0.014, 0.000] .042 * 
Red Hue 0.007 0.002 [0.004, 0.010] < .001 *** 
Duration 0.010 0.002 [0.005, 0.014] < .001 *** 
Hedges -0.016 0.004 [-0.025, -0.008] < .001 *** 
Anger 0.003 0.004 [-0.004, 0.011] .356 
Views 0.917 0.002 [0.913, 0.920] < .001 *** 
Age 0.005 0.002 [0.003, 0.008] < .001 *** 
Toxicity*Party: Neither -0.014 0.004 [-0.022, -0.007] < .001 *** 
Toxicity*Party: R-leaning -0.006 0.003 [-0.013, 0.001] .078 † 

Note: p values: † p < .10, * p < .05, ** p < .01, *** p < .001. CI = Confidence Interval; SE = Standard Error. 
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For RQ3, individual topics are grouped into broader topic categories to enhance statistical power and 
interpretability, and nonpartisan content is excluded due to insufficient topical posts (see Figure C1, 
Appendix C). We use the following model: 

 
 𝑦"# ∼ 𝛼$ + 𝛼*))))⃗ 𝐺# + 𝛼+))))⃗ 𝑡#𝐺# + 𝛼,)))))⃗ 𝑝#𝐺# + 𝛼-)))))⃗ 𝑡#𝑝#𝐺# + 𝛼%𝑡# + 𝛼&𝑡#𝑝# + 𝛼'𝑝# + 𝛼()))))⃗ 𝐾# +𝑚# + 𝛼)𝑣𝑖𝑒𝑤𝑠#

+ 𝑠" +𝑤#  
 
Where: 

• 𝐺	is the vector of topic groups. 
• 𝛼*  gives the effect of topic groups on interaction. 
• 𝛼+ and 𝛼, capture the interaction effects of toxicity and party with topic groups. 
• 𝛼-captures the three-way interaction effect between topic group, party and toxicity. 

 
Model fit and sample: 

• N = 29,425 observations 
• Marginal 𝑅! = .896 (fixed effects) 
• Conditional 𝑅! = .931 (fixed + random effects) 

 
Table F2. Regression estimates, standard errors, 95% CI and p-values for RQ3. 

Predictor Estimate SE 95% CI (LL, UL) p 
Intercept -0.010 0.007 [-0.023, 0.003] .118 
Toxicity 0.020 0.003 [0.013, 0.026] < .001 *** 
Party: R-leaning -0.004 0.004 [-0.012, 0.004] .335 
Elections 0.002 0.006 [-0.009, 0.014] .717 
Economy -0.001 0.008 [-0.017, 0.015] .880 
Socio-cultural Issues 0.034 0.007 [0.020, 0.047] < .001 *** 
Political Figures & Events 0.012 0.007 [-0.001, 0.025] .080 † 
Geopolitical Conflict -0.003 0.012 [-0.027, 0.020] .771 
Immigration -0.029 0.015 [-0.058, ~0.000] .049 * 
Labor 0.032 0.015 [0.002, 0.062] .039 * 
Red Hue 0.011 0.002 [0.008, 0.015] < .001 *** 
Duration 0.007 0.003 [0.002, 0.012] .011 * 
Hedges -0.007 0.005 [-0.017, 0.003] .177 
Anger 0.003 0.004 [-0.005, 0.011] .502 
Views 0.910 0.002 [0.906, 0.914] < .001 *** 
Age 0.007 0.002 [0.004, 0.011] < .001 *** 
Toxicity*Party: R-leaning -0.005 0.004 [-0.013, 0.003] .207 
Toxicity*Elections 0.013 0.007 [0.000, 0.026] .044 * 
Toxicity*Immigration 0.035 0.020 [-0.004, 0.074] .076 † 
Party: R-leaning*Immigration 0.047 0.018 [0.012, 0.083] .009 ** 
Party: R-leaning*Labor -0.085 0.025 [-0.134, -0.036] < .001 *** 
Toxicity*Party: R-leaning* 
Geopolitical Conflict 0.050 0.023 [0.005, 0.095] .028 * 

Note: p values: † p < .10, * p < .05, ** p < .01, *** p < .001. CI = Confidence Interval; SE = Standard Error. 
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For RQ4, we use the following model: 
 

 𝑦"# ∼ 𝛼$ + 𝛼.𝑧 + 𝛼/𝑧𝑥#   +  𝛼0𝑥# + 𝛼'𝑝# + 𝛼()))))⃗ 𝐾# +𝑚# + 𝛼)𝑣𝑖𝑒𝑤𝑠# + 𝑠" +𝑤#  
 
Where: 

• 𝑧	is a binary indicator denoting the event (i.e., 𝑧 = 1	). 
• 𝛼. shows the effect of the event on interaction. 
• 𝛼/  effect of toxicity subtype 𝑥	on interaction following the event. 

 
Severe toxicity model fit and sample: 

• N = 3,008 observations 
• Marginal 𝑅! = .910 (fixed effects) 
• Conditional 𝑅! = .961 (fixed + random effects) 

 
Table F3. Regression estimates, standard errors, 95% CI and p-values for RQ4 (severe toxicity). 

Predictor Estimate  SE 95% CI (LL, UL) p 
Intercept -0.037 0.014 [-0.065, -0.010] .007 ** 
Severe Toxicity 0.007 0.006 [-0.004, 0.019] .196 
Post-Event 0.018 0.009 [0.001, 0.035] .035 * 
Party: D-leaning 0.027 0.012 [0.004, 0.050] .020 * 
Party: R-leaning 0.028 0.011 [0.006, 0.050] .013 * 
Red Hue 0.005 0.004 [-0.004, 0.013] .258 
Duration 0.006 0.006 [-0.006, 0.017] .333 
Hedges -0.041 0.011 [-0.063, -0.019] < .001 *** 
Anger 0.009 0.010 [-0.011, 0.029] .357 
Views 0.952 0.006 [0.941, 0.963] < .001 *** 
Age 0.005 0.004 [-0.003, 0.013] .182 
Severe Toxicity*Post-Event 0.016 0.008 [0.001, 0.032] .040 * 

Note: p values: † p < .10, * p < .05, ** p < .01, *** p < .001. CI = Confidence Interval; SE = Standard Error. 
 
Sexually explicit toxicity model fit and sample:  

• N = 3,008 observations 
• Marginal 𝑅! = .910 (variance explained by fixed effects) 
• Conditional 𝑅! = .961 (variance explained by fixed and random effects) 
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Table F4. Regression estimates, standard errors, 95% CI and p-values for RQ4 (sexually explicit toxicity).  
Predictor Estimate SE 95% CI (LL, UL) p 
Intercept -0.042 0.014 [-0.069, -0.015] .002 ** 
Sexually Explicit 0.001 0.006 [-0.011, 0.011] .929 
Post-Event 0.019 0.009 [0.002, 0.036] .027 * 
Party: D-leaning 0.029 0.012 [0.006, 0.053] .013 * 
Party: R-leaning 0.031 0.011 [0.009, 0.053] .007 ** 
Red Hue 0.005 0.004 [-0.003, 0.013] .233 
Duration 0.005 0.006 [-0.006, 0.016] .398 
Hedges -0.041 0.011 [-0.063, -0.020] < .001 *** 
Anger 0.016 0.010 [-0.004, 0.035] .113 
Views 0.952 0.006 [0.940, 0.963] < .001 *** 
Age 0.005 0.004 [-0.002, 0.013] .180 
Sexually Explicit*Post-Event 0.020 0.008 [0.004, 0.035] .013 * 

Note: p values: † p < .10, * p < .05, ** p < .01, *** p < .001. CI = Confidence Interval; SE = Standard Error. 
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Appendix G: Manual validation of DeepFace demographic and emotion 
predictions  
 
To evaluate the accuracy of DeepFace on our dataset, we conducted a manual validation of its predictions 
for gender, ethnicity, age group, and facial emotion. We randomly selected one keyframe from each of 
50 randomly sampled TikTok videos, and a single human annotator labeled the demographic and 
emotional attributes visible in the selected frame. Given the visual clarity of the tasks and the binary or 
coarse-grained nature of the labels, a single coder was used for this evaluation. For gender (male/female) 
and ethnicity (white/non-white), DeepFace achieved an accuracy of 84.4% and 95.5% respectively. For 
age and dominant emotion, the proportion of correct predictions was 78% and 74%, respectively. When 
no face was detected, DeepFace returned null values. These results suggest that DeepFace performs 
reliably on the types of political TikTok videos in our dataset and is suitable for extracting high-level 
demographic and affective trends at scale. 
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Appendix H: Manual validation of toxicity detection  

To evaluate the validity of toxicity scores used in our study, and to substantiate the claim that full video 
transcripts better capture toxic content than captions alone, we conducted two manual validation tasks 
using a sample of TikTok videos from our dataset. Two annotators independently labeled each sample for 
both tasks, and final labels were decided by mutual discussion. 
 
Validation of perspective API toxicity scores 
 
We randomly sampled 100 TikTok videos and manually labeled each as toxic or non-toxic, based on the 
primary verbal content in the transcript. Since our study employs the continuous toxicity scores from the 
Perspective API, we binarized the scores using the median toxicity score in our dataset as the cutoff point 
to assess agreement with human annotations. The validation yielded an accuracy of 92%, precision 0.92, 
recall 0.92, and F1 score 0.92. The inter-rater Cohen’s Kappa agreement is 0.79 (substantial agreement). 
These results indicate high agreement between human judgment and Perspective API predictions, 
justifying its use for toxicity inference in our analysis. 
 
Validation of transcript vs. caption toxicity comparison 
 
To test our claim in Finding 5—that full video transcripts capture more toxicity than video captions—we 
sampled 100 random video pairs, each consisting of a caption and a transcript for the same video. A pair 
was labeled as positive by human annotators if the transcript conveyed more toxic language or sentiment 
than the caption. This was compared against the Perspective API scores, where a difference of ≥ 0.1 
between transcript and caption scores (transcript > caption) was treated as a positive case. The validation 
yielded an accuracy of 90%, precision 0.89, recall 0.89, and F1 score 0.89. The inter-rater Cohen’s Kappa 
agreement is 0.81 (near perfect agreement).  

Manual inspection of the captions revealed that many consist solely of hashtags, often generic and 
non-toxic (e.g., #usa, #vote2024, #biden, #maga). These captions lack the linguistic content needed to 
detect nuanced or hostile rhetoric. In contrast, the transcripts frequently contain substantive political 
commentary, including personal attacks, emotionally charged statements, and explicit toxicity, which are 
not reflected in the caption alone. 
 
 
 
 
 
 


