
 
 
 
   

 
Harvard Kennedy School Misinformation Review1  
July 2025, Volume 6, Issue 3 
Creative Commons Attribution 4.0 International (CC BY 4.0) 
Reprints and permissions: misinforeview@hks.harvard.edu  
DOI: https://doi.org/10.37016/mr-2020-178 
Website: https://misinforeview.hks.harvard.edu 

 

 
Commentary 
 

Disparities by design: Toward a research agenda that links 
science misinformation and socioeconomic marginalization 
in the age of AI 
 
Misinformation research often draws optimistic conclusions, with fact-checking, for example, being 
established as an effective means of reducing false beliefs. However, it rarely considers the details of 
socioeconomic disparities that often shape who is most vulnerable to science misinformation. Historical 
and systemic inequalities have fostered mistrust in institutions, limiting access to credible information, for 
example, when Black patients distrust public health guidance due to past medical racism. Yet, research 
continues to treat information access as equal for all. This essay argues that recent technological 
disruptions provide an opportune moment for self-reflection, bringing together AI, science misinformation, 
and social disparities within one research agenda. 
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(Mis-)Information for everyone? 
 
Science misinformation—the spread of false or misleading claims about scientific topics—persists despite 
years of research and intervention efforts (Swire-Thompson & Lazer, 2020; West & Bergstrom, 2021). In 
their 2024 report, the National Academies of Sciences, Technology, and Medicine identified social 
disparities as a major factor shaping engagement with misinformation. Socioeconomic and cultural 
disparities—such as income, education, and language barriers—affect exposure to misinformation and 
who can challenge it. Digital literacy gaps, systemic mistrust, and economic precarity more often affect 
marginalized communities due to long-standing structural inequalities (Pew Research Center, 2024; 
Viswanath et al., 2022). During the 2025 wildfires in the Los Angeles region, unverified claims about 
climate change circulated widely (Doan & Delzer, 2025). Black and Hispanic communities generally face 
higher wildfire vulnerability (Davies et al., 2018), hold stronger mistrust in institutions (Bogart et al., 2021), 
and have less access to digital information (Curtis et al., 2022). Thus, they are increasingly susceptible to 
misinformation due to multiple self-reinforcing factors rooted in social disparities. For example, low-
income Hispanics often relied on TV, texts, or even personal conversations with doctors for wildfire 
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updates. However, the information was often not available in their preferred language, format, or at the 
right time, leaving many less prepared (Jiao et al., 2025). These are not individual failings but structural 
conditions amplifying the impact of misinformation (Amazeen et al., 2024). While this commentary 
specifically focuses on science misinformation, many of the underlying dynamics, such as digital exclusion, 
institutional mistrust, and socioeconomic inequality, cut across domains, shaping engagement with 
misinformation in areas ranging from health to politics. 

This reality is further complicated by AI-generated content. While debate continues over AI’s impact 
on misinformation (De Nadal & Jančárik, 2024; Simon et al., 2023), its potential to spread inaccuracies or 
outright falsehoods raises concerns (Capraro et al., 2024; Peng & Wang, 2024). Simultaneously, AI offers 
opportunities to counter misinformation—for instance, by providing fact-checking during crises (Imran et 
al., 2020) or removing barriers through translation (Zaki & Ahmed, 2024). With platforms like Meta 
discontinuing third-party fact-checking (Roeder, 2025), equitable access to these tools becomes 
increasingly important. Without efforts to ensure accessibility across linguistic and digital literacy divides, 
such technologies risk reinforcing the very marginalization they could reduce.  
 

Research on misinformation and social disparities: AI as the missing link 
 
AI-driven information systems sit at the heart of today’s misinformation landscape, offering powerful 
tools for detection and response while at the same time deepening the very problems they aim to solve. 
On one hand, AI helps flag false claims and streamline fact-checking (DeVerna et al., 2024). On the other, 
algorithms that prioritize clicks often favor sensational content over accuracy, reinforcing confirmation 
biases and limiting exposure to diverse views (Brossard & Scheufele, 2022). Those who engage with 
misleading content are more likely to encounter similar material again (Mogdil et al., 2024). This effect is 
especially harmful for communities already facing information barriers, such as rural areas with poor 
broadband infrastructure or low-income groups with limited digital literacy (Philip et al., 2017). A history 
of misrepresentation in mainstream science and media can also reduce trust in official information, 
making misleading sources appear more credible. For example, communities that have experienced 
medical racism or environmental neglect may be less inclined to rely on government-backed health or 
climate messaging (Jaiswal et al., 2020). Whereas such concerns about AI-generated misinformation are 
growing (Capraro et al., 2024; Shin et al., 2024), we still know far too little about how these technologies 
may quietly be worsening existing inequalities.  

Even with the uncertainty surrounding AI developments, efforts to counter misinformation in science 
have led to promising interventions. Strategies like psychological inoculation—exposing people to 
weakened misinformation in advance—can build resistance to falsehoods, while fact-checking improves 
belief accuracy across political lines (Walter et al., 2020). However, a closer look at this literature reveals 
that while research on the intersection of science misinformation and socioeconomic status exists, it often 
treats these disparities as background variables rather than core drivers of vulnerability. Much of the work 
remains focused on individual-level susceptibility or cognitive interventions without adequately 
addressing how structural inequalities shape exposure, belief, and the capacity to resist falsehoods (Lin et 
al., 2022; Walter et al., 2020). On the other hand, there is a growing body of work on the digital and AI 
divide and its links to social disparities (Li et al., 2024; Wang et al., 2024). This research, however, rarely 
addresses the specific role of science-related misinformation. A more structural lens is needed to bridge 
these areas and better understand how AI technologies may differentially impact communities along 
socioeconomic lines.   

Access to reliable knowledge is equally about trying to understand what information is available, as 
well as ensuring that everyone can meaningfully engage with it. Socioeconomic disparities severely 
threaten the latter dimension of this: Limited broadband access, language barriers, and digital literacy 
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gaps make it more difficult to verify information or seek out alternative perspectives (Viswanath et al., 
2022). At the same time, systemic mistrust—often rooted in historical injustices—shapes how 
misinformation spreads. For example, nearly 90% of Black Americans report encountering inaccurate 
media portrayals, which can erode trust in mainstream information sources and lead some to seek 
alternative outlets that may themselves perpetuate misinformation (Jaiswal et al., 2020; Pew Research 
Center, 2024). Economic precarity compounds this issue. People under financial stress may be more 
susceptible to misinformation, particularly when narratives align with their frustrations or anxieties. 
Studies show that conspiracy theories about economic systems or public health policies often resonate 
more strongly with those experiencing financial instability (Salvador Casara et al., 2022). 

Despite these structural barriers, many marginalized communities actively work to counter 
misinformation. Latinx and Asian community organizations, for example, have launched fact-checking 
websites, mobilized volunteer teams, and led media literacy efforts tailored to their communities (Ozawa 
et al., 2024). These initiatives highlight the importance of community-based strategies and the need for 
research that takes such grassroots responses into account. 
 

A research agenda connecting AI, misinformation, and socioeconomic 
disparities 
 
In this state of uncertainty and uneven impact, there is great potential for research to examine how AI-
driven misinformation intersects with existing social inequalities and develop approaches that respond to 
these realities. While methodological rigor and responsible media engagement have shown promise in 
countering misinformation (Chan et al., 2017; Goldstein et al., 2020), they must be adapted to account for 
the social contexts in which misinformation spreads. Moreover, since research is not immune to structural 
biases, there is a risk that findings may overgeneralize or fail to fully capture the experiences of 
marginalized communities. As AI increasingly shapes what information is shared, seen, and trusted, 
research must keep pace—not only by identifying technical solutions but by addressing the ways in which 
these systems affect vulnerable communities (Nieminen, 2024). 

Even when setting aside the inherent limitations of available evidence, many common solutions still 
fail to reflect people’s lived experiences. Most of the suggested approaches—from simple fact-checking 
tools to AI-assisted interventions—are grounded in research that rarely considers social disparities 
(Walter et al., 2020). Much of this work is based on Western, Educated, Industrialized, Rich, and 
Democratic (WEIRD) populations (Henrich et al., 2010), leaving out those most affected by 
misinformation. The same blind spots are appearing in research on AI tools themselves. Without a 
broader, more inclusive lens, well-meaning interventions may unintentionally reinforce the very 
inequalities they seek to address. For example, fact-checking often presumes stable internet access, 
media literacy initiatives may not fully account for differences in educational background, and AI tools 
developed primarily in English can struggle to serve linguistically diverse communities. That is why this 
moment demands a shift in research priorities toward ecologically valid and, as a result, more inclusive 
approaches. To advance this agenda, we focus on the following key domains that emerge from the 
convergence of AI, misinformation, and social marginalization—an often-overlooked intersection we refer 
to as the social margin of AI and misinformation: 

Trust in science and institutions. Understanding what builds or erodes trust in different communities 
is essential, particularly as AI-generated content can either deepen skepticism or foster transparency 
through fact-checking and accessibility tools (Jaiswal et al., 2020; Saeidnia et al., 2025; Soto-Vásquez, 
2023). Future studies could examine how trust varies depending on whether scientific claims are framed 
through culturally resonant narratives—such as community care in Black churches, historical trauma 
among Indigenous populations, or distrust of pharmaceutical companies in low-income rural 
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communities. Experimental designs might compare whether AI-generated fact checks that acknowledge 
historical injustices are more effective than neutral explanations. Longitudinal studies could track how 
exposure to culturally adapted content affects trust in public health over time. 

Intentional targeting and algorithmic amplification. While research has examined how marginalized 
groups are targeted (e.g., medical racism during COVID-19; Bogart et al., 2021), broader, comparative 
studies are needed to understand the role of AI-driven systems in shaping misinformation exposure. 
Algorithmic personalization and recommendation engines can subtly reinforce existing disparities by 
curating different informational environments based on user profiles. For example, simulating user 
profiles of Spanish-speaking immigrants, low-income white rural users, and urban youth of color could 
reveal how platform recommendation systems deliver differing volumes or types of scientific 
misinformation—ranging from anti-vaccine rhetoric to conspiracy theories about climate change or 
reproductive health. Paired with audit studies, these simulations could help identify how AI-powered 
systems pull certain communities into or protect them from echo chambers and misinformation feedback 
loops (Diamond et al., 2022). 

Diversifying data sources and methods. Combining web search data with online discourse or 
integrating large-scale AI analysis with in-depth qualitative research can help uncover context-specific 
misinformation patterns (Soto-Vásquez, 2023; Viswanath et al., 2024). This could involve combining 
search behavior data with content circulating in community-based messaging networks and integrating 
large-scale data analysis with qualitative methods such as interviews or ethnographic fieldwork. For 
example, researchers could examine the spread of narratives promoting alternative health remedies by 
mapping when and where such content emerges and then contextualizing those patterns through 
conversations with individuals in regions with limited healthcare access.  

To ensure real-world impact, this research agenda should involve early collaboration with 
policymakers, technology companies, and affected communities. Researchers could, for example, co-
design platform guidelines with tech developers, contribute to policy briefs on algorithmic transparency, 
or work with NGOs like Retraction Watch and political foundations such as the Robert Wood Johnson 
Foundation, which focuses on health equity and evidence-based policy, to build localized media literacy 
and public health campaigns. The COVID-19 pandemic offered a clear example: In many Black 
communities, medical racism led to a deep erosion of trust in health institutions, creating gaps that 
misinformation was quick to fill (Bogart et al., 2021). Researchers should involve these communities 
directly through interviews or participatory research and collaborate with trusted institutions like 
churches, clinics, and advocacy groups (Ozawa et al., 2024).  
 

Beyond research: Bridging AI, misinformation, and social disparities 
 
Misinformation in science is deeply intertwined with social disparities and the growing influence of AI. 
Yet, much of the current research focuses on individual-level solutions, such as improving digital literacy. 
While valuable, these approaches often assume homogeneity of access and skills, placing 
disproportionate responsibility on individuals while overlooking broader structural forces—economic 
disparities, cultural differences, and algorithmic biases—that shape misinformation exposure and 
engagement. 

Our agenda challenges this narrow framing by supporting a research-based shift toward approaches 
that recognize and address these systemic factors. Tackling science misinformation requires collaboration 
across disciplines and institutions, supported by structural interventions. While some efforts focus on 
individual resilience—such as inoculation strategies that help users recognize manipulative tactics (Cook, 
2017)—others target structural change. One such approach is technocognition, which integrates 
psychological and technological insights to redesign digital environments (Lewandowsky & van der Linden, 



 
 
 

 Schirmer; Walter; Horvát 5 
 

 

   

2021), for instance, by incorporating inclusive recommendation systems that reduce misinformation. 
Regulatory policy frameworks can further enforce algorithmic transparency (European Commission, 
2022). Ultimately, confronting science misinformation requires a multi-layered, collaborative response: 
Research, education, technology, policy, and design must work together—each attuned to the triad of AI, 
misinformation, and social marginalization. 

Moving forward, research must adopt a more structural and context-sensitive perspective to build 
inclusive knowledge infrastructures. AI does not merely accelerate the spread of misinformation; it shapes 
the social dynamics of visibility, trust, and access. Marginalized communities are disproportionately 
exposed to false or misleading narratives, reinforcing cycles of exclusion and institutional distrust (Jaiswal 
et al., 2020; Soto-Vásquez, 2023). This piece calls for a shift away from one-size-fits-all interventions 
toward approaches that account for the diverse ways in which misinformation and inequality intersect. 
Only by acknowledging and confronting these complexities can we develop solutions that work not just in 
theory but in the real, uneven landscapes where misinformation takes root. 
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