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Appendix E: Areas for future research to be prioritized over the next 
five years
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Figure E1. Results of the exercise where the expert panel was asked to select five areas for future research that should be 

prioritized over the next five years and then rank those in terms of the highest priority. Each bar indicates the total number of 
times an area was selected as a priority as well as the percentage of the selections that were ranked as a top five priority.  
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More research is needed on the link between DMMI and international crime.

We need more rigorous measures, metrics and indicators for DMMI to build better situational awareness tools and early warning
systems.

More research is needed to better understand how global threat actors use of DMMI

Research is needed to determine how to create accountability within the advertising and social media market to combat DMMI.

We need research that investigates how to redesign advertising markets and advertising business models to combat DMMI.

Work is needed to understand what lessons from cyber security and other domains can be applied to the area of DMMI, cognitive
security, etc.

We need to better integrate field research/data with theoretical models of DMMI.

More research (and awareness) is needed relating to the ethical, moral and philosophical/epistemological issues related to DMMI and
associated issues.

This body of knowledge would need to be the product of a multi-disciplinary team of academics and professionals

We need to develop measures and indicators of the overall ‘health’ of an information environment/ecosystem that is independent of 
specific content.

We need clearer taxonomy and commonly accepted definitions of terms, especially across disciplines/fields.

Research is needed into what financial/economic incentives can be created/leveraged to make traditional and new/online media
sources less likely to engage in, or be permissive to DMMI.

We need to better understand the trans-national dynamics of DMMI and related issues (extremism, etc.).

We need a body of knowledge for DMMI understood as a corpus of knowledge/concepts/practices, etc related to countering and
building DMMI.

We need better research to understand the intersections of vulnerability and bigotry/prejudice/hate

We need to explore and build international cooperation in combatting and building resilience to DMMI (international treaties, norms,
information sharing, funding of interventions, etc.).

We need to explore more whole of society (including Gov/Academic/Civil Society/Private sector collaborative) approaches to DMMI.

We need more research on the role of narratives and discourse in both the spread of DMMI and combatting and building resilience to
DMMI.

We need more research (and practical efforts) into legal, policy and economic/financial means to hold social media companies as well
as malevolent actors spreading DMMI accountable.

We need to design interventions and technologies that create positive affordances for civil discourse and support an open society while
minimising DMMI.

We need to design and test/measure public awareness and behaviour change interventions to counter disinformation and build
resilience to disinformation.

We need to explore and test ways to encourage/promote good journalism and positive relationships between trustworthy news orgs
and platforms.

Research is needed on how best to make AI more trustworthy and to prevent AI from being used to spread DMMI.

More research is needed to ‘follow the money’ and understand how platform business models and relationships with content 
producers enable DMMI

Research is needed on how best to leverage AI and AI/human teaming to detect, monitor, analyse and combat DMMI.

More research is needed on what kinds of platform based interventions are best at combatting DMMI.

Research is needed to understand how AI (and related technologies) will be used by malign actors.

We need to better understand DMMI across a wide range of ethno-cultural, national and linguistic groups.

Research and development is needed to produce better tools and techniques for detecting, verifying, tracking/monitoring and
attribution of DMMI.

We need more rigorous measures, metrics, and indicators to gather evidence on the impact/influence of DMMI on individuals and
groups in both the short term and long term and across a wide range and scale of systems (socio-cultural, political, economic, etc

We need to conduct research and interventions to test ways to improve algorithms and make them less likely to spread DMMI (these
may include virality suppression/dampening, anti polarization and radicalisation interventions, etc.).

We need more research to understand the role of social media companies' algorithms in DMMI and in related phenomena
(recommender systems, echo chambers, filter bubbles, polarization, radicalization).

We need more research into the wide range and intersections between psychological, socio-cultural, and behavioural aspects of
DMMI.

Interventions need to be tested at the individual level (media literacy, critical thinking, innoculation, etc.) and at the systems level
(public awareness/behaviour change campaigns, K-12 education, regulation).

We need to research methods to (re)build trust in democratic institutions.

More research is needed on the information environment/ecosystem to understand the systems’ ‘health’, structure, dynamics, and 
evolution/behaviour over time, at multiple levels (individual/groups) and over different time frames.

We need to better understand and design legal/regulatory/business model frameworks to improve the quality of the information
environment while protecting civil liberties, including free speech

Media literacy initiatives (especially in K-12) have been trialled and/or implemented in many countries. Research is needed to compare
and evaluate these efforts and to establish international best practices in media literacy education as a tool to counter

More initiatives are needed to explore how platforms can team with academics, journalists, civil society orgs and others to combat
DMMI.

There is a need to develop methods to audit algorithms and accountability regulations to permit these audits.

More interdisciplinary research and collaboration is needed to address DMMI and understand why people believe and spread it.

Research is needed on emerging threats, including actors and technologies, and on the way DMMI may evolve in future.

Research is needed to understand how effective various media literary and critical thinking curricula and initiatives are, and how best
to teach/improve media literacy and critical thinking in schools as well as to the general public.

More long term research/evaluation is needed to understand what kinds of educational interventions (media literacy/critical thinking,
combinations thereof etc.) work best to counter and build resilience to DMMI

Research is needed to understand how and why different individuals and groups are vulnerable to DMMI and how best to build
resilience in these groups.

Prioritising areas for future research into DMMI over the next five years, and ranking them 
in terms of priority. 

Proportion of total ranked as a top 5 priority Total number of times selected as a priority area


