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Research Note 

 

Trump, Twitter, and truth judgments: The effects of 
“disputed” tags and political knowledge on the judged 
truthfulness of election misinformation 
 
Misinformation has sown distrust in the legitimacy of American elections. Nowhere has this been more 
concerning than in the 2020 U.S. presidential election wherein Donald Trump falsely declared that it was 
stolen through fraud. Although social media platforms attempted to dispute Trump’s false claims by 
attaching soft moderation tags to his posts, little is known about the effectiveness of this strategy. We 
experimentally tested the use of “disputed” tags on Trump’s Twitter posts as a means of curbing election 
misinformation. Trump voters with high political knowledge judged election misinformation as more 
truthful when Trump’s claims included Twitter’s disputed tags compared to a control condition. Although 
Biden voters were largely unaffected by these soft moderation tags, third-party and non-voters were 
slightly less likely to judge election misinformation as true. Finally, little to no evidence was found for 
meaningful changes in beliefs about election fraud or fairness. These findings raise questions about the 
effectiveness of soft moderation tags in disputing highly prevalent or widely spread misinformation. 
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Research questions 
• Do soft moderation tags warning about “disputed” information influence the judged truthfulness 

of election misinformation alleged by Donald Trump following the 2020 U.S. presidential election? 

• Does the effectiveness of attaching “disputed” tags to Donald Trump’s election misinformation 
depend upon a person’s political knowledge or pre-existing belief about fraud? 

 

Research note summary 
• A sample of U.S. Americans (n = 1,078) were presented with four social media posts from Donald 

Trump falsely alleging election fraud in the weeks following the 2020 election. Participants were 
randomly assigned to the disputed tag or control condition, with only the former including soft 
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moderation tags attached to each of Trump’s false allegations. Participants rated the truthfulness 
of each allegation and answered questions about election fraud and fairness. Individual 
differences in political knowledge and verbal ability were measured before the election. 

• There was little to no evidence that Twitter’s disputed tags decreased the judged truthfulness of 
election misinformation or meaningfully changed pre-existing beliefs in election fraud or fairness. 

• Trump voters with high political knowledge were more likely to perceive election misinformation 
as truthful when Donald Trump’s posts included disputed tags versus not. 

• Trump voters that were initially skeptical of election fraud in the 2020 election were more likely 
to judge election misinformation as truthful when Donald Trump’s posts included disputed tags. 

 

Implications 
 
In recent years, misinformation has undermined trust in the legitimacy of American democratic elections. 
Nowhere has this been more concerning than in the 2020 U.S. presidential election, which saw the sitting 
president, Donald Trump, falsely declare that the election was stolen through widespread fraud (Timm, 
2020). This culminated in many hundreds of Trump’s supporters storming the U.S. Capitol building to stop 
certification of challenger Joe Biden’s victory (Zengerle et al., 2021). This is not a fringe belief (Blanchar & 
Norris, 2021); national polls indicate that majorities of Republicans and conservatives endorse the belief 
that Trump probably or definitely won the election (Ipsos, 2020; Pew Research Center, 2021). 

Although social media companies like Twitter (now X) and Facebook attempted to dispute Trump’s 
false claims of election fraud by attaching soft moderation tags to his posts (Graham & Rodriguez, 2020), 
little is known about the effectiveness of this strategy. The present experiment tests the effectiveness of 
attaching “disputed” tags to Trump’s Twitter posts as a means of curbing election misinformation about 
voter fraud among U.S. Americans. We assessed individual differences in political knowledge (i.e., basic 
facts about American politics) and verbal ability to examine whether misinformation susceptibility 
depends on domain knowledge (Lodge & Taber, 2013; Tappin et al., 2021). 
 
Disputing misinformation 
 
A wide array of interventions for curbing misinformation have been applied with varying results (Ziemer 
& Rothmund, 2024). Among these, fact-checking approaches are the most common; they attempt to 
refute or dispute misleading or false information through tagging (or flagging), social invalidation, or 
expert corrections. Tagging simply involves labeling a claim as false or disputed, in contrast to more 
elaborate fact checks like social invalidation through corrective comments below a social media post or 
expert-based corrections that provide detailed rebuttals from professional entities or scientific 
organizations. However, because tagging misinformation on social media platforms tends to be reactive 
rather than proactive, it typically addresses misinformation only after it has been identified and spread. 
This reactive nature mirrors the broader challenges of fact-checking, which often lags behind the rapid 
dissemination of false claims. A more natural test would involve assessing truth judgments of ongoing 
false claims that extend from recognizable or existing beliefs and narratives. The present research 
experimentally tests the efficacy of Twitter’s “disputed” tag as a form of soft moderation to reduce belief 
in timely, real-world, and widely propagated misinformation that aligns or conflicts with partisans’ beliefs. 
Specifically, we considered the special case of Donald Trump’s false claims about election fraud following 
the 2020 U.S. presidential election, where people very likely have strong pre-existing beliefs (Blanchar & 
Norris, 2021). 

Evidence surrounding the use of misinformation tags on social media posts largely supports their 
efficacy in reducing belief and sharing (Koch et al., 2023; Martel & Rand, 2023; Mena, 2020). However, 
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these effects are relatively small and depend on tag precision (Martel & Rand, 2023). For instance, Clayton 
et al. (2020) observed that, whereas tagging fake news headlines as “disputed” slightly reduced their 
perceived accuracy compared to a control condition, this approach was less effective than tagging fake 
headlines as “rated false.” Tagging posts as “false” is clearer than tagging them as “disputed,” with the 
latter possibly implying mixed evidence and/or legitimate disagreement. However, although Pennycook 
et al. (2020) reported similar findings, they also found that these tags slightly increased the perceived 
accuracy of other fake but non-tagged news headlines presented alongside tagged headlines. The 
presence of tagged warnings on some but not other information may lead people to guess that anything 
not tagged is probably accurate. 

Although major reviews indicate that corrections are generally effective at reducing misinformation 
(Chan et al., 2017; Porter & Wood, 2024), some scholars have suggested the possibility of “backfire 
effects,” where corrective information may arouse cognitive dissonance—an uncomfortable psychological 
tension from holding incompatible thoughts or beliefs—leading people to double-down on their initial 
beliefs instead of changing them (Nyhan & Reifler, 2010; Nyhan et al., 2013; see also Festinger et al., 
1956). Nevertheless, these effects are quite rare, and many subsequent tests have yielded contradictory 
evidence (Haglin, 2017; Lewandowski et al., 2020; Nyhan et al., 2020; Wood & Porter, 2019). Even so, 
attempts to correct or dispute misinformation sometimes do fail. For instance, people’s beliefs tend to 
persevere despite being discredited by new information (Anderson, 1995; Ecker & Ang, 2019; Ecker et al., 
2022; Ross et al., 1975; Thorson, 2016). Sharevski et al. (2022) reported evidence that tagging Twitter 
posts for vaccine misinformation during the COVID-19 pandemic failed to change people’s belief in the 
discredited information. However, using interstitial covers that obscure misleading tweets before they are 
clicked on effectively reduced the perceived accuracy of misinformation. People also dislike feeling that 
they are being told what to do, think, or say (Brehm, 1966), and thus attempts to dispute misinformation 
may spur reactance and paradoxically increase its exposure and prevalence (Ma et al., 2019; Wicklund, 
1974). Oeldorf‐Hirsch and colleagues (2020) found that “disputed” tags did not influence the perceived 
credibility of inaccurate news articles and internet memes. Additionally, DeVerna et al. (2024) employed 
supervised machine-learning techniques to analyze over 430,000 tweets and found that after official 
corrections, the spread of false rumors decreased among political liberals but increased among political 
conservatives. Collectively, these findings suggest that although corrective measures can be effective, 
their success may depend on how they are implemented and the context in which they are received. 
 
The role of political knowledge 
 
An important factor that may moderate how people process or react to soft moderation tags attached to 
election misinformation is their level of political knowledge. Lodge and Taber (2013) argue that political 
knowledge affords partisans greater opportunity to effectively discount or counterargue against 
information that challenges their beliefs and to reach conclusions congenial to their political identity. 
Consistently, partisans that score higher in political knowledge demonstrate greater skepticism of 
counter-attitudinal information and more polarized attitudes following mixed evidence compared to their 
less knowledgeable peers (Taber et al., 2009; Taber & Lodge, 2006). Moreover, Nyhan et al. (2013) found 
that challenging Sarah Palin’s “death panel” claims was counterproductive, yielding stronger belief for 
Palin’s supporters with high political knowledge (for similar findings, see Wiliams Kirkpatrick, 2021). 

Another possibility follows a Bayesian account. People may be updating their beliefs based on the 
strength and reliability of new information, but their prior beliefs, which tend to be associated with their 
politics or group membership, play a significant role in this process (Jern et al., 2014; Tappin et al., 2021). 
From this perspective, individuals with greater political knowledge may possess stronger pre-existing 
beliefs that are more resistant to change, or they may have pertinent prior beliefs that influence the way 
new corrective information is integrated with their existing beliefs. Cognitive sophistication, including 
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political knowledge, has been shown to increase the effect of partisans’ pre-existing beliefs on their 
subsequent reasoning (Flynn et al., 2017; Tappin et al., 2021; see also Kahan, 2013). Pennycook and Rand 
(2021), for example, observed that false beliefs about election fraud and Trump as the winner of the 2020 
U.S. presidential election were positively correlated with political knowledge among Trump voters and 
negatively correlated with political knowledge among Biden voters. 

The totality of this work suggests that explicit attempts to dispute misinformation may be likely to fail 
for partisans higher in political knowledge. Hence, we explored whether political knowledge would 
moderate the effect of Twitter’s “disputed” tags on Trump voters’ judgments of election misinformation. 
Verbal ability was measured as a control variable to rule out political knowledge as general cognitive 
ability. We found that “disputed” tags were generally ineffective at curbing election misinformation 
among Trump voters. Ironically, these tags may have slightly increased belief in misinformation for those 
Trump voters with high political knowledge. Additionally, Trump voters who were initially skeptical of 
mass election fraud were more likely to perceive Donald Trump’s misinformation as truthful when 
exposed to the disputed tag compared to the control condition. Although Biden voters were unaffected 
by the inclusion of “disputed” tags, third-party and non-voters were marginally less likely to believe 
election misinformation in the “disputed” tag condition compared to the control. It is important to note 
that we did not anticipate that soft moderation “disputed” tags would be counterproductive, or 
“backfire,” for Trump voters with high political knowledge. Our expectation was that political knowledge 
would diminish or eliminate the effectiveness of “disputed” tags. We emphasize caution with this 
particular finding. Consequently, we are more confident in concluding that the effectiveness of “disputed” 
tags decreased as political knowledge increased among Trump voters. 

 
Limitations and considerations 

 
Our sample consisted of 1,078 adults living in the United States recruited via CloudResearch’s online 
platform. Although CloudResearch is known to attract highly attentive and engaged participants, its 
samples are less representative compared to other online participant-sourcing platforms (Stagnaro et al., 
2024). It is conceivable that our sample of Trump voters high in political knowledge may possess distinct 
characteristics, potentially skewing the sample's representation away from the broader population of 
similarly informed Trump supporters. This limitation warrants caution when generalizing our findings, as 
does the specific context of Trump’s false claims surrounding the 2020 U.S. presidential election. This was 
an unprecedented event in American history, marked by the sitting President’s refusal to concede and 
repeated assertions of widespread voter fraud. It remains unclear whether similar responses would occur 
in the context of other, less consequential, divisive, and pervasive instances of misinformation. 

Additionally, our analyses focused on a relatively smaller number of Trump voters than Biden voters. 
Participants were recruited more than a month before the election for a larger longitudinal project, 
making it difficult to deliberately oversample Trump voters in hindsight. Experimental tests of the 
effectiveness of “disputed” tags among individuals with varying levels of political knowledge further sliced 
our sample size of Trump voters. We emphasize caution and reiterate that our finding is more robust 
regarding the ineffectiveness of “disputed” tags for Trump voters and the diminishing effectiveness of 
these tags as their political knowledge increases. There should be less confidence in the notion that these 
tags are counterproductive (or “backfire”) per se. Furthermore, we cannot definitively distinguish 
between potential mechanisms such as cognitive dissonance, psychological reactance, or Bayesian 
updating. These limitations highlight opportunities for confirmatory tests in future research. 
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Findings 
 
Manipulation check and analysis strategy 
 
Twelve participants reported conflicting voting decisions between survey waves and were excluded from 
all analyses. One-hundred four participants failed the attention manipulation check by incorrectly 
indicating that a disputed tag about misinformation was present in the control condition (n = 57) or not 
present in the disputed tag condition (n = 47). There was no difference in the pass/fail rate between 
conditions, χ2(n = 1,078) = 0.79, p = .374, and our findings remained consistent irrespective of whether 
those failing the attention check were excluded from analyses. Hence, we report analyses with these 
participants included (n = 1,078: 290 Trump voters, 673 Biden voters, and 115 third-party/non-voters) to 
better simulate the effectiveness of disputed tags on the judged truthfulness of election misinformation. 
Because distributions of truth judgments varied drastically by voter group (see Figure 1), we separated 
analyses by voting. We fit linear mixed models with random intercepts of participants and tweets to 
examine truth judgments of Trump’s false claims about election fraud (four observations per participant 
given four tweets) using the lme4 and lmerTest packages in R (Bates et al., 2015; Kuznetsova et al., 2017).2 
That is, we used a statistical technique that allowed us to consider individual differences between 
participants and the specific tweets they rated, so we could see how people judged the truthfulness of 
the claims and ensure that any patterns we found weren’t simply due to one person or tweet being 
unusual. Voter-specific models included social media condition (-0.5 = control, 0.5 = disputed tag), political 
knowledge (mean-centered), and their interaction as fixed-effects predictors. 

 
 
2 We first attempted to fit maximal models with random intercepts and slopes. However, maximal models and those including 

random slopes were overparameterized or yielded a singular fit. In other words, we initially tried using more complex models that 

accounted for a wider range of differences between participants and tweets. These more complex models had too many details to 

estimate reliably, which made the results unstable. 



 
 
 

 Trump, Twitter, and truth judgments 6 
 

 

 
Figure 1. Density plot of truth judgments as a function of voter group. 

 
Finding 1: Overall, “disputed” tags were ineffective at curbing misinformation among Trump voters. Trump 
voters with high political knowledge judged Donald Trump’s election misinformation as more truthful 
when his posts included disputed tags compared to the control condition. 
 
Illustrated in Figure 2, the model with Trump voters yielded a significant interaction between moderation 
tag condition and political knowledge, b = 0.20, SE = .09, t = 2.18, p = .030, but no effects of condition, b = 
0.16, SE = .19, t = 0.81, p = .420, or political knowledge, b = 0.04, SE = .04, t = 0.94, p = .347. Belief in 
election misinformation increased with political knowledge in the disputed tag condition, b = 0.14, SE = 
.06, t = 2.30, p = .022, 95% CI [0.02, 0.26], and it was unrelated to political knowledge in the control 
condition, b = -0.06, SE = .07, t = 0.85, p = .398, 95% CI [-0.18, 0.07]. Moreover, whereas Trump voters 
high in political knowledge (+1 SD) reported marginally stronger belief in Trump’s election fraud claims in 
the disputed tag condition relative to the control condition, b = 0.58, SE = .27, Bonferroni adjusted p = 
.069, 95% CI [0.04, 1.12], those with low political knowledge (-1 SD) were unaffected by social media 
condition, b = -0.27, SE = .27, Bonferroni adjusted p = .662, 95% CI [-0.81, 0.27]. In other words, Trump 
voters with high political knowledge (those in the top 18.1%, scoring above 9) found Trump’s election 
fraud misinformation to be somewhat more truthful when it had a disputed tag compared to when it 
didn’t. This difference (d = 0.32) is about one-third of the standard deviation in truthfulness ratings 
between the two conditions. Controlling for verbal ability did not change these results and the condition 
by political knowledge interaction remained significant, b = 0.19, SE = .09, t = 2.13, p = .034. 

The models for Biden voters and third-party and non-voters revealed no significant interactions 
between condition and political knowledge, bs = 0.01 and -0.02, SEs = .04 and .13, ts = 0.29 and 0.14, ps = 
.771 and .888. However, we did observe a significant main effect of political knowledge for Biden voters, 
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b = -0.11, SE = .02, t = 5.45, p < .001, and a marginal effect of social media condition for third-party and 
non-voters, b = -0.62, SE = .33, t = 1.89, p = .061. Biden voters were less likely to believe Trump’s fraud 
claims as their political knowledge increased, and third-party and non-voters tended to believe Trump’s 
fraud claims marginally less in the disputed tag condition relative to the control condition. No other effects 
emerged, ts < 0.78, ps > .440. 

 
Figure 2. Judged truthfulness of Donald Trump’s election fraud claims as a function of voter group, political knowledge, and 

moderation tag condition, 95% CIs. 

 
Finding 2: Trump voters that were initially skeptical of mass election fraud were more likely to perceive 
Donald Trump’s misinformation as truthful in the disputed tag condition compared to the control. 
 
We considered pre-existing belief in voter fraud favoring Biden (vs. Trump) as a predictor in voter-specific 
models along with moderation tag condition. The model for Trump voters produced a main effect of pre-
existing fraud belief, b = 0.70, SE = .07, t = 10.51, p < .001, with stronger belief predicting greater 
susceptibility to misinformation, and a significant interaction between pre-existing belief and social media 
condition, b = -0.34, SE = .13, t = 2.57, p = .011. Illustrated in Figure 3, Trump voters relatively skeptical of 
election fraud benefiting Biden (-1 SD) rated Trump’s claims as more truthful in the disputed tag condition 
compared to the control condition, b = 0.59, SE = .23, Bonferroni adjusted p = .024, 95% CI [0.13, 1.05]. 
Conversely, Trump voters that fully (max.) endorsed belief in election fraud were unaffected by the 
disputed tag manipulation, b = -0.12, SE =.20, Bonferroni adjusted p = 1.000, 95% CI [-0.50, 0.27]. Said 
differently, Trump voters with minimal to no belief in mass voter fraud benefitting Biden in the 2020 U.S. 
presidential election (those in the bottom 14.1% of pre-existing belief, scoring less than 1 on the response 
scale) rated Trump’s election fraud misinformation to be moderately more truthful when it included a 
“disputed” tag versus when it did not. This difference (d = 0.36) indicates that the increase in perceived 
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truthfulness is roughly one-third of the standard deviation in truthfulness ratings between the two 
conditions. 

The model for third-party and non-voters produced main effects of condition, b = -0.43, SE = .21, t = 
2.06, p = .042, and existing fraud belief, b = 1.06, SE = .09, t = 11.86, p < .001, but no interaction, b = -0.15, 
SE = .18, t = 0.84, p = .403. Those in the disputed tag condition were less likely to judge Trump’s claims as 
true and pre-existing fraud belief positively predicted susceptibility to misinformation (see Figure 3). 
Conversely, no significant effects emerged in the model with Biden voters, ts < 1.54, ps > .125. The similar 
pattern observed among Trump voters and third-party/non-voters, where pre-existing belief in election 
fraud predicted perceived truthfulness of election misinformation, seems to stem from ample variance in 
the beliefs and judgments within these groups. In contrast, Biden voters nearly unanimously rejected the 
notion of election fraud and consistently judged Trump’s claims as false; this lack of variance among Biden 
voters prevented pre-existing beliefs from predicting their subsequent truth judgments. 

 
Figure 3. Judged truthfulness of Donald Trump’s election fraud claims as a function of voter group, pre-existing belief in 

widespread election fraud, and moderation tag condition, 95% CIs. 

 
Finding 3: Disputed tags failed to meaningfully change pre-existing beliefs about election fraud or fairness. 
 
There was little to no evidence that attaching disputed tags to Trump’s tweets meaningfully changed 
participants’ pre-existing beliefs about election fraud or fairness, especially for the key target audience of 
Trump voters (see Appendices A and B). 
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Methods 
 
A sample of American adults was recruited via CloudResearch’s participant-sourcing platform (Litman et 
al., 2017) for a longitudinal study on the 2020 U.S. presidential election. Our target sample was set to at 
least 1,500 participants for the first wave of data collection to achieve a large sample, with the expectation 
of attrition across three subsequent waves administered in three-week intervals. Totals of 1,556, 1,247, 
1,163, and 1,131 respondents completed Wave 1 (October 6–10, 2020), Wave 2 (October 27–31, 2020), 
Wave 3 (November 17–21, 2020), and Wave 4 (December 8–12, 2020), respectively. Participants’ 
residences included 49 U.S. states and the District of Columbia (for sample demographics, see 
supplemental materials on Open Science Framework [OSF]). The present experiment was administered in 
Wave 4 but included individual difference measures from Wave 1. Measures in Waves 2 and 3 did not 
concern the present research. After data cleaning procedures to identify duplicate and non-U.S. IP 
addresses (n = 40; Waggoner et al., 2019) and low-quality data via responses to eight open-ended 
questions (n = 155; for details, see supplemental materials on OSF), our final sample for data analyses 
included 1,078 participants. All data cleaning was completed prior to any analyses. 
 
Tweet stimuli, disputed tags, and truth judgments 

 
Participants reported how they voted in the 2020 U.S. presidential election between Donald Trump, Joe 
Biden, Jo Jorgensen or other third-party candidates, and not voting. In Wave 4, they rated the truthfulness 
of four representative tweets from Donald Trump falsely claiming instances of election fraud. Trump’s 
tweets were selected as stimuli based on the following criteria: they made specific false claims about 
election fraud, covered distinct (supposed) events, and did not include images. Depicted in Figure 4, all 
four tweets included Twitter’s disputed tag (“This claim about election fraud is disputed”) or no additional 
information (control). Participants were told they would be presented with “actual Tweets made by 
President Trump” and instructed to “read each Tweet and indicate the extent to which you believe his 
statement is true or false.” Truth judgments (“Do you believe this statement to be true or false?”) were 
provided using 7-pt response scales (1 = extremely false, 7 = extremely true). An attentional manipulation 
check asked if participants recalled whether Trump’s tweets included a tag disputing his claims (“yes,” 
“no,” or “I can’t remember”). Before and after rating the truthfulness of Trump’s claims, they also 
indicated their perceptions of voter fraud (“To what extent do you think voter fraud contributed to the 
results of the 2020 U.S. presidential election?” [-3 = strongly benefited Donald Trump, +3 = strongly 
benefited Joe Biden]) and election fairness (“As far as you know, do you think the 2020 U.S. presidential 
election was a free and fair election?” [1 = definitely not, 5 = definitely yes]). 
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Figure 4. Example of Trump tweets claiming election fraud with a disputed tag or no additional information. 

 
 Political knowledge and verbal ability 

 
Adapted from Taber and Lodge (2006), political knowledge was measured using 10 factual questions 
about American politics (e.g., “Do you happen to know what job or political office is now held by John 
Roberts? What is it?”, “How much of a majority is required for the U.S. Senate and House to override a 
presidential veto?”). Political knowledge scores were computed by summing the number of correct 
responses. To measure verbal ability, participants completed the WordSum Test (Huang & Hauser, 1998). 
This 10-item vocabulary test is adapted from the Wechsler Adult Intelligence Scale and strongly correlates 
with general factor intelligence (Wolfle, 1980). Verbal ability scores were computed by summing the 
number of correct responses. Both measures were administered before the experiment in Wave 1. 
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Appendix A: Pre-post belief in election fraud 
 
To predict change in beliefs about election fraud as function of moderation tag condition (-0.5 = control, 
0.5 = disputed) and time (-0.5 = pre, 0.5 = post), we computed linear mixed models separated by voter 
group. Models included random intercepts of participant; maximal models with random slopes were 
overparametrized or yielded a singular fit. Two-way interactions failed to reach conventional statistical 
significance for Trump voters, Biden voters, and third-party and non-voters, bs = -0.15, -0.004, and -0.08, 
SEs = .10, .05, and .05, ts = 1.58, 0.10, and 1.74, ps = .116, .923, and .084. Nor did we observe any other 
effects, ts < 1.28, ps > .203. Including political knowledge (mean-centered) and its interactions with 
moderation tag condition and time in models did not change these results (see Figure 1 in Appendix A); 
no three-way interactions emerged, ts < 1.75, ps > .081. 

Lastly, we computed between-subjects ANOVAs to compare belief in election fraud across voter 
groups at each time point. These models, unsurprisingly, yielded significant effects of voter group at time 
1, F(2, 1075) = 527.31, p < .001, 𝜂𝑝

2 = .495, and time 2, F(2, 1075) = 583.62, p < .001, 𝜂𝑝
2 = .521. Pairwise 

comparisons indicated that Trump voters were more likely to believe electoral fraud benefited Biden (Ms 
= 2.18 and 2.13, SDs = 1.24 and 1.25) compared to Biden voters (Ms = -0.07 and -0.10, SDs = 0.81 and 
0.69), ps < .001, and third-party and non-voters (Ms = 0.97 and 0.95, SDs = 1.21 and 1.20), Bonferroni 
adjusted ps < .001. However, third-party and non-voters were also more likely to believe electoral fraud 
benefited Biden than Biden voters, Bonferroni adjusted p < .001. 

 
Figure A1. Pre-post belief in election fraud as a function of voter group, political knowledge, and moderation tag condition, 

95% CIs. 
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Appendix B: Pre-post belief in free and fair election 
 
To predict change in beliefs about election fairness as function of moderation tag condition (-0.5 = control, 
0.5 = disputed) and time (-0.5 = pre, 0.5 = post), we computed linear mixed models separated by voter 
group. As before, models included random intercepts of participant; maximal models with random slopes 
were overparametrized or yielded a singular fit. Although two-way interactions between condition and 
time were not significant for Trump voters and third-party and non-voters, bs = -0.06 and -0.07, SEs = .06 
and .10, ts = 1.05 and 0.73, ps = .294 and .465, we found marginal evidence close to conventional statistical 
significance for Biden voters, b = 0.06, SE = .03, t = 1.96, p = .0503. Follow-up tests indicated no change in 
fairness beliefs among Biden voters in the control condition, b = -0.02, SE = .02, t = 0.95, Bonferroni 
adjusted p = .689, 95% CI [-0.07, 0.02], and a non-significant increase in the disputed tag condition, b = 
0.04, SE = .02, t = 1.84, Bonferroni adjusted p = .132, 95% CI [-0.003, 0.08]. No other potential effects were 
observed, ts < 1.33, ps > .187. 

Including political knowledge (mean-centered) and its interactions with moderation tag condition and 
time in these models produced a significant three-way interaction for third-party and non-voters, b = 0.11, 
SE = .04, t = 2.86, p = .005, a marginally significant three-way interaction for Trump voters, b = 0.05, SE = 
.03, t = 1.81, p = .071, and no three-way interaction for Biden voters b = -0.02, SE = .02, t = 1.46, p = .144 
(see Figure 1 of Appendix B). In the disputed tag condition, third-party and non-voters demonstrated a 
decrease in perceived election fairness when low in political knowledge (-1 SD), b = -0.24, SE = .09, 
Bonferroni adjusted p = .025, 95% CI [-0.43, -0.05], but not when high in political knowledge (+1 SD), b = 
0.06, SE = .10, Bonferroni adjusted p = 1.000, 95% CI [-0.14, 0.26]. In the control condition, third-party and 
non-voters low (-1 SD) and high (+1 SD) in political knowledge demonstrated no change in perceived 
election fairness, bs = 0.11 and -0.15, SEs = .10 and .09, Bonferroni adjusted ps = .585 and .225, 95% CIs [-
0.09, 0.30] and [-0.34, 0.04]. Additionally, in the control condition, Trump voters demonstrated a 
marginally significant increase in perceived election fairness when low (-1 SD), b = 0.13, SE = .07, 
Bonferroni adjusted p = .096, 95% CI [0.001, 0.27], but not high (+1 SD) in political knowledge, b = -0.05, 
SE = .06, Bonferroni adjusted p = .838, 95% CI [-0.17, 0.07]. Trump voters in the disputed tag condition 
demonstrated no change in perceived election fairness, irrespective of whether they scored low (-1 SD) 
or high (+1 SD) in political knowledge, bs = -0.04 and -0.01, SEs = .05 and .06, Bonferroni adjusted ps = 
.827 and 1.000, 95% CIs [-0.14, 0.06] and [-0.12, 0.10]. 

Lastly, we computed between-subjects ANOVAs to compare belief in election fairness across voter 
groups at each time point. These models yielded significant effects of voter group at time 1, F(2, 1075) = 

708.75, p < .001, 𝜂𝑝
2 = .569, and time 2, F(2, 1075) = 691.69, p < .001, 𝜂𝑝

2 = .563. Pairwise comparisons 

indicated that Trump voters were less likely to perceive the election as fair (Ms = 2.08 and 2.09, SDs = 1.26 
and 1.27) compared to Biden voters (Ms = 4.59 and 4.60, SDs = 0.71 and 0.72), Bonferroni adjusted ps < 
.001, and third-party and non-voters (Ms = 3.30 and 3.23, SDs = 1.30 and 1.35), ps < .001. However, Biden 
voters were more likely to perceive the election as fair than third-party and non-voters, Bonferroni 
adjusted p < .001. 
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Figure B1. Pre-post belief in fair election as a function of voter group, political knowledge, and moderation tag condition, 

95% Cis. 
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