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Beyond the deepfake hype: AI, democracy, and “the Slovak 
case” 
 
Was the 2023 Slovakia election the first swung by deepfakes? Did the victory of a pro-Russian candidate, 
following the release of a deepfake allegedly depicting election fraud, herald a new era of disinformation? 
Our analysis of the so-called “Slovak case” complicates this narrative, highlighting critical factors that 
made the electorate particularly susceptible to pro-Russian disinformation. Moving beyond the deepfake’s 
impact on the election outcome, this case raises important yet under-researched questions regarding the 
growing use of encrypted messaging applications in influence operations, misinformation effects in low-
trust environments, and politicians’ role in amplifying misinformation––including deepfakes.  
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The “Slovak case” 
 
Robert Fico’s victory in the 2023 Slovak parliamentary elections thrust this small Central European country 
into the global spotlight. Fico’s campaign pledges to oppose sanctions on Russia and end military support 
for Ukraine were noteworthy enough, but the potential influence of a deepfake truly captured global 
attention. 

Two days before the election, a fake audio clip surfaced purportedly capturing Fico’s main rival, pro-
European candidate Michal Šimečka, discussing electoral fraud with a prominent journalist. Although both 
quickly denied its authenticity, the clip went viral, its impact amplified by the timing just before the 
election during Slovakia's electoral “silence period”—a remnant from the era of legacy media, which 
prohibits media discussion of election-related developments. Šimečka's loss, despite leading in the polls, 
fueled speculation about the election being “the first swung by deepfakes” (Conardi, 2023). 

The “Slovak case” is now widely seen as the “dawn of a new era of disinformation” (Zuidijk, 2023) and 
a “test case” (Maeker, 2023) of how vulnerable democratic processes are to AI-driven interference. Casey 
Newton of Platformer predicted, “[w]hat happened in Slovakia will likely soon occur in many more 
countries around the world” (2024), while others warned of irreversible consequences: “[t]he deepfake 
genie is out of the bottle” (Conardi, 2023). 

 
1 A publication of the Shorenstein Center on Media, Politics and Public Policy at Harvard University, John F. Kennedy School of 

Government. 
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The high stakes demand a nuanced analysis, yet prevailing interpretations fall short. Several observers 
have cited the Slovak case as proof that images can no longer be trusted as evidence (Harford, 2024), 
overlooking the historically fraught relationship between truth and media (Paris & Donovan, 2019). 
Moreover, attributing Fico’s victory to a deepfake downplays critical factors in Slovakia (analyzed below) 
that prepared the ground for his pro-Putin message. 

This is not to underestimate generative AI’s impact on misinformation. Critics of the initial moral panic 
surrounding fake news may have gone too far in the opposite direction, suggesting that the limited effects 
paradigm still holds despite technological change (e.g., Garrett, 2019). This paradigm has been rightfully 
criticized for defining effects so narrowly that outcomes appear marginal (Graves, 2021). Here, mindful 
that exaggerating misinformation threats is just as dangerous as downplaying them (Belogolova et al., 
2024), we limit ourselves to identifying challenging questions raised by the Slovak case that need 
answering before the implications of deepfakes can be properly understood. 
 

Seeing and believing in the age of AI 
 
Since becoming prominent in the mainstream in 2017, deepfakes have sparked global anxiety about a 
future where seeing is no longer believing (Rothman, 2018). The Slovak case sparked similar concerns, 
with the Financial Times asking “how long video evidence will continue to be regarded as trustworthy” 
(Harford, 2024).  

These concerns rest on the misconception that audiovisual content objectively represented reality 
until disrupted by AI (Paris & Donovan, 2019). This overlooks what Paris and Donovan (2019) call “the 
politics of evidence” (p. 17), where evidence both shapes and is shaped by cultural, social, and political 
structures, typically to the powerful’s advantage. The notion that evidence speaks for itself neglects the 
social work required to transform media into evidence, masking the biases embedded within it. 

The advent of a new technology does not fundamentally transform how evidence works but does 
create new opportunities for negotiating expertise (Paris & Donovan, 2019). Consider the bystander 
footage of George Floyd’s murder by police officer Derek Chauvin. The official narrative of a medical 
incident might have stood unchallenged if not for the viral video showing Floyd gasping for air, which 
sparked global outrage and became crucial evidence in Chauvin’s murder trial (Canon, 2021). 

Alarmist reactions to misinformation are not harmless; they may lead to counter-measures that, 
however well-intentioned, might be exploited to police political debate (Jungherr & Schroeder, 2021). 
Policymakers and technology companies must do more to combat misinformation (Espinoza, 2024), but 
one-sidedly framing the new media environment as a threat to democracy—let alone advocating for strict 
laws to prevent misinformation from “infecting” the public (Nekmat & Yue, 2020)—might result in 
restrictive policies that erode democratic freedoms. 

This is not merely a hypothetical scenario: Recent anti-misinformation laws, including in Western 
democracies like Germany and Hungary, have weakened protections for independent journalism and 
compromised access to diverse news (Center for News, Technology & Innovation, 2024). Several 
governments have criminalized fake news, imposing penalties ranging from fines and suspension of 
publications to imprisonment. These findings caution against “technopanics” (Marwick, 2008), which 
often obscure underlying problems and encourage responses that could do more harm than good.   
 

The first election swung by deepfakes? 
 
The potential for an election upset caused by a deepfake prompted speculation about Šimečka’s loss to 
Fico despite his apparent lead in the exit polls (Newton, 2024; see also Harford, 2024). This scenario, 
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however, overlooks several factors, not least unwillingness to cooperate with pollsters among distrustful 
Fico supporters (Búry, 2023), which likely downplayed his support (see Cavari & Freedman, 2023).  

If we are to understand Fico’s victory, a wider lens is required. Since at least 2010, several websites 
and social media profiles have pushed pro-Kremlin narratives, adapting their strategies to stay relevant 
(Hrabovska Francelova, 2022). Disinformation campaigns went from defending Russia’s annexation of 
Crimea to denying pro-Russian separatists’ involvement in the MH17 passenger plane crash, then to 
casting doubt on the integrity of Slovakia’s 2019 and 2020 elections. More recently, they pivoted to 
promoting Covid-19 conspiracy theories and justifying Russia’s actions in Ukraine. The deepfake’s impact 
must be understood in the context of these long-term influence operations. 

Slovaks’ susceptibility to pro-Russian disinformation must also be considered. Research shows they 
are among the most conspiracy-minded in Europe (Hrabovska Francelova, 2022) and that a correlation 
exists between conspiracy beliefs and pro-Russian attitudes: The majority of Slovaks siding with Russia in 
the Ukraine war believe the world is controlled by powerful groups (Zelinsky, 2024). This demographic 
also tends to favor authoritarian leadership over liberal democracy (Hajdu & Klingová, 2023), suggesting 
Fico’s message found a receptive audience. 

Another critical factor in the election concerns public trust in Slovakia’s media sector, which was at 
historical lows before the election (Hajdu & Klingová, 2023). This trust deficit had significant implications, 
as those who maintained trust in mainstream media—thus generally avoiding alternative outlets known 
for disseminating disinformation—were 40 percentage points more likely to blame Russia for the war, 
compared to those skeptical of mainstream outlets, who tended to blame Ukraine (Hajdu & Klingová, 
2023). 

Trust in public institutions was even lower. This was largely due to domestic and foreign operations 
to undermine democracy and weaken ties with transatlantic allies, coupled with unstable and chaotic 
governance marked by political infighting and inability to pass key legislation, culminating in the 
government’s collapse in December 2022 (Hajdu & Klingová, 2023). Public confidence has risen recently, 
which critics see as a sign of growing support for the current administration (Hajdu et al., 2024). Yet, 
before the election, only 18% of Slovaks trusted their government, contributing to over half the population 
believing disinformation narratives about election manipulation (Hajdu & Klingová, 2023). It is hard to 
imagine more fertile ground for the deepfake. 

The victory of a pro-Russian candidate can also be attributed to long-standing historical and cultural 
ties, rooted in a perceived pan-Slavic ethnic and cultural heritage, which have influenced Slovak attitudes 
towards Russia for centuries (Hajdu & Klingová, 2023). Since the 19th-century rise of Slavic nationalism, 
many Slovaks have viewed Russia as a liberator from Austro-Hungarian rule, and many still do: Almost 
four in five regard Russia as their traditional Slavic brother, illustrating a deep affinity woven into 
Slovakia’s cultural and historical fabric (Hajdu et al., 2020). 

Support for Russia in Slovakia waned following Putin’s invasion of Ukraine but rebounded before the 
election as “Ukraine fatigue” took hold (Bond, 2023). This shift is linked to the war's impact on Slovakia's 
energy sector, heavily reliant on Russian supplies (Bounds, 2022), and a high influx of Ukrainian refugees, 
among the highest per capita in the EU (Sybera, 2023). Disinformation campaigns depicting refugees as 
stealing from locals helped convince 69% of the population that refugees received preferential treatment, 
10 percentage points higher than those favoring increasing aid (Hajdu & Klingová, 2023). Compounding 
this picture are strong anti-NATO sentiments among Slovaks, which have returned to pre-conflict levels 
despite regional support for the alliance. Meanwhile, support for EU membership continues to dwindle, 
with Slovakia now reporting the lowest levels in Central and Eastern Europe. 

Considering these factors, the notion that Slovakia’s election was the first swung by deepfakes 
appears reductive, fixating on the effects of the technology while overlooking the complex social, cultural, 
and political dynamics that propelled a pro-Russian candidate to victory. 
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Gaps in misinformation research 
 
Reactions to the Slovak case reflect a broader pattern of alarmism about technology-induced harms (Altay 
et al., 2023). However, these harms should not be dismissed. The case raises important questions that 
need to be addressed to understand the influence of this and other deepfakes in future elections. 

Those challenging alarmist claims about AI’s impact on misinformation often argue that 
misinformation has a limited reach (Simon et al., 2023). Several studies support this, showing that the 
internet is not flooded with fake news (Jungherr & Schroeder, 2021). However, estimating the reach of 
mis-/disinformation is difficult as it moves from social media platforms to encrypted messaging 
applications, which conceal communications (Rossini et al., 2021). Emerging evidence indicates that 
propagandists increasingly exploit applications like WhatsApp and Telegram, drawn to their growing 
popularity, loose moderation policies, and trust within private networks (Woolley, 2022). This trend is 
reflected in Slovakia, where Telegram has become a haven for pro-Russia propaganda (Ružičková et al., 
2024). Indeed, the deepfake appears to have circulated widely on pro-Fico Telegram channels ahead of 
the election (Conardi, 2023). 

Relatedly, we remain skeptical of narratives that minimize the impact of deepfakes on the grounds 
that “online misinformation consumption is low in the global north” (Acerbi et al., 2022, p. 2). This view 
holds that because most people consume content from mainstream sources, improvements in 
misinformation quality would largely go unnoticed (Simon et al., 2023). However, even if misinformation 
consumption is limited to a small subset, this group can still wield disproportionate influence over the 
political system, as seen with QAnon (Guess, 2021). Moreover, studies showing online misinformation 
consumption is low often focus on a limited range of countries, which are not always representative of 
the so-called Global North. Given Slovakia's extremely low levels of news trust (Newman et al., 2024), 
which is known to prompt people to seek out alternative sources (Jungherr & Schroeder, 2021), 
misinformation consumption is likely higher than assumed, leaving the country especially vulnerable to 
high-quality AI-generated disinformation. 

Finally, the Slovak case reveals the risks of reifying online misinformation, neglecting its links to elite 
political rhetoric (Graves, 2021). The extent of online misinformation consumption may actually be of little 
relevance in Slovakia, where politicians themselves are major spreaders. Take, for instance, a video 
published by Fico calling Ukrainian soldiers “pure fascists” (2023), which garnered tens of thousands of 
interactions during the campaign and was picked up by major mainstream outlets (Zoznam, 2023). 
Another example introduces a new challenge: While Fico remained silent on the deepfake, other 
prominent politicians shared it (Kőváry Sólymos, 2023), amplifying its potential influence. Much has been 
said about the “liar’s dividend” (Chesney & Citron, 2019, p. 151), where liars exploit widespread public 
skepticism to dismiss true information as false, but there is also a risk of politicians presenting deepfakes 
as genuine, exploiting their realism to promote false information while claiming to believe in their 
authenticity. 
 

Conclusion 
 
As nearly half of the global population heads to the polls in 2024, observers are calling on lawmakers to 
protect elections from the dangers of generative AI lest electoral chaos ensue (Elliott & Kelly, 2024). We 
welcome calls for vigilance as well as ongoing legislative efforts to mitigate online and AI-related harms 
(Milmo & Her, 2024; O'Carroll, 2023). With technology companies rolling back misinformation policies 
(Fischer, 2023) and McCarthyite campaigns against disinformation researchers on the rise (Lee Myers & 
Rutenberg, 2024), action is urgently needed. 
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However, alarmist narratives attributing existential risks to generative AI are unhelpful. Not only do 
they encourage quick fixes that risk centralizing control over truth, but they also offer politicians a pretext 
for casting themselves as saviors, boosting their public image while diverting attention from 
uncomfortable truths (Orben, 2020). 

We have complicated these narratives by identifying overlooked factors in Fico’s victory, such as 
distrust in institutions and affinity for Russia. A narrow focus on the deepfake misses the role of public 
demand for Fico’s message, promoting responses that address symptoms rather than root causes. 

We also raised critical questions for further research. Efforts should focus on monitoring encrypted 
messaging applications and examining feedback loops between politicians and online misinformation, 
especially in low-trust environments. Even if the prospect of electoral chaos seems unlikely, answering 
these questions is crucial to understand and mitigate the impact of misinformation in the age of AI. 

We conclude with a sobering thought: With “Putin’s faction” (Brennan, 2024) gaining ground across 
Europe and the Republican party turning into a “Putin cult” (Meyerson, 2024), alongside a general decline 
in media trust (Newman et al., 2024), it is not only the Slovak case that risks being replicated but also the 
conditions that catapulted Fico to power. We find the latter scenario more troubling, as it suggests our 
current divisions are less over facts and more over values and worldviews—a far thornier issue to resolve. 
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