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Research Note 

 

Taking the power back: How diaspora community 
organizations are fighting misinformation spread on 
encrypted messaging apps 
 
We applied a mixed-methods approach with the goal of understanding how Latinx and Asian diaspora 
communities perceive and experience the spread of misinformation through encrypted messaging apps in 
the United States. Our study consists of 12 in-depth interviews with leaders of relevant diaspora 
community organizations and a computer-assisted content analysis of 450,300 messages published on 
Telegram between July 2020 and December 2021. We found evidence of cross-platform misinformation 
sharing, particularly between Telegram, WhatsApp, and YouTube. The enclosed nature of encrypted 
messaging applications makes them a testing ground for misinformation narratives before these 
narratives are sent out to open platforms. Finally, YouTube is a central component of misinformation 
spread because much of the misinformation content spread in these communities is video-based. 
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Research questions 
• How do diaspora community organizations perceive the spread of misinformation on encrypted 

messaging apps within their communities in the United States? 

• Does a content analysis of the misinformation channels identified by these leaders confirm their 
perceptions of the spread of misinformation? 

• How have diaspora community organizations responded to the misinformation spread on 
encrypted messaging apps? 

• What do diaspora community organizations need to respond to misinformation spread on 
encrypted messaging apps? 

 

Research note summary 
• We conducted interviews with leaders from diaspora communities (N = 12) who worked in civil 

society organizations dedicated to the advancement of Latinx and Asian communities in the 

 
1 A publication of the Shorenstein Center on Media, Politics and Public Policy at Harvard University, John F. Kennedy School of 

Government. 

https://creativecommons.org/licenses/by/4.0/
http://misinforeview@hks.harvard.edu/
https://doi.org/10.37016/mr-2020-146
http://misinforeview.hks.harvard.edu/


 
 
 

 Taking the power back 2 

 

United States to identify 1) how diaspora community organizations perceive and respond to 
misinformation spread and 2) what are their immediate needs in order to fight this 
misinformation spread. Then, we added a computer-assisted content analysis to quantitatively 
assess these organizations’ perceptions of the volume and content of misinformation spread 
within their communities. 

• We found evidence of cross-platform misinformation sharing, especially between encrypted 
messaging apps (such as Telegram and WhatsApp) and YouTube. Additionally, we found that 
political actors are taking advantage of the encrypted nature of these applications to test 
narratives before publishing misinformation to open platforms. Thus, monitoring these messaging 
applications may help journalists, fact checkers, and community organizations anticipate content 
that will be published on other platforms, which may accelerate fact-checking initiatives. 
Additionally, YouTube is a central component of misinformation spread among diaspora 
communities, which makes it important to create more effective tools to monitor this platform in 
search of misinformation content. 

• Our findings also point to evidence about the direction of global flows of misinformation. 
Participants mentioned that Latin American countries seem to adapt misinformation narratives 
spread by the United States, while members of Latin American diaspora communities receive 
misinformation about U.S. politics emanating from the countries of origin of these members.   

• We found that several diaspora community organizations are already developing initiatives 
against misinformation, with the use of large-scale volunteer teams, fact-checking websites, and 
social listening tools. To do so, these organizations need targeted media literacy initiatives for 
their sociocultural, linguistic, and political contexts.  
 

Implications 
 
An extensive body of research has investigated political misinformation within the United States to the 
extent that researchers have published comprehensive reviews about the state of this field (Guess &  
Lyons, 2020; Kapantai et al., 2021; Tandoc, 2019). However, there is little scholarship about 
misinformation targeting diaspora communities in the United States through encrypted messaging apps 
(EMAs). To fill the knowledge gap regarding the extent of the spread of misinformation among diaspora 
communities living in the United States, we explore how leaders of diaspora community organizations 
understand, experience, and work to combat political misinformation. Our goal is to bring insight directly 
from these communities to co-design infrastructures that are able to identify and address these 
communities’ needs for combating misinformation spread through EMAs. 

In the United States, political actors heavily target diaspora communities for misinformation 
campaigns, especially through encrypted messaging applications (Riedl et al., 2022). EMAs enable the 
spread of misinformation by way of their end-to-end encryption, social media features (e.g., forwarding 
messages, videos, and images), and relationship with a user’s network of phone number contact lists 
(Gursky et al., 2021). For instance, during the 2020 presidential election, political misinformation was 
spread at high rates on WhatsApp among Latinx communities (Mazzei & Medina, 2020). Several studies 
demonstrated the role EMAs play in spreading misinformation in countries where EMAs are the most used 
social media applications, such as India and Brazil (Garimella & Eckles, 2020; Newman et al., 2020; Ozawa 
et al., 2023). 

Our research yielded evidence of cross-platform misinformation sharing, particularly between EMAs 
(especially Telegram and WhatsApp) and YouTube. It is critical to understand the interplay between these 
platforms—which participants say are especially important to diaspora communities—to combat 
misinformation more effectively. We also found evidence that EMAs are a testing ground for 
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misinformation. As we will describe in more detail in the Findings section, several diaspora community 
leaders have the perception that political actors take advantage of the enclosed nature of EMAs to spread 
false narratives and test their audience’s reaction. That way, misinformation creators can identify if the 
narratives will gain traction among the public with less chance of being recognized. These findings indicate 
that community-supported monitoring of EMAs—via tools like WhatsApp Monitor (Resende et al., 
2018)—may help journalists, fact-checkers, and community organizations to anticipate content that will 
be published on other platforms and accelerate fact-checking initiatives. 

According to our participants, several diaspora community organizations are already developing 
initiatives against misinformation. These efforts and organizations need a workforce that understands the 
socio-cultural and political context in which diaspora-targeting misinformation narratives flow. Investors 
and policymakers should allocate resources to promote such initiatives. Similarly, these communities 
need resources for media literacy initiatives that dialogue with specific socio-cultural and political 
contexts.Therefore, educators who develop media literacy endeavors should be aware of the peculiarities 
of how diaspora communities are impacted by misinformation. This would allow communities to build 
initiatives that address topics, social media use patterns, and political issues pertinent to these 
communities. Comparably, policymakers should create public solutions that consider the intrinsic 
characteristics of these communities. In summary, there is no one-size-fits-all solution when it comes to 
addressing the misinformation problem in a country as diverse as the United States. Our results contribute 
to confirming findings in recent literature (Austin et al., 2021; Kemei et al., 2022; Lee et al., 2023; Nguyễn 
et al., 2022). 

Most of the people that we interviewed lead organizations that were not originally created to combat 
misinformation. Rather, these efforts grew in response to the increasing influence campaign experienced 
by their communities. Analyzing these efforts brings insight into how other organizations can reproduce 
similar initiatives and results. For instance, our participants describe grassroots initiatives for spreading 
accurate information tailored to particular communities and contexts. Similarly, they mention creative 
solutions in favor of nuanced media literacy, including the use of podcasts and targeted advertising. There 
are several aspects of the initiatives described in this paper that could apply to the U.S. general public and 
to broader efforts to combat misinformation.  

Investigating the content spread among diaspora communities, we found evidence that there is a 
bidirectional path regarding the transmission of misinformation between countries. Our findings show 
that U.S. narratives such as QAnon are contaminating political discussions in Latin America. At the same 
time, our findings indicate that diaspora members in the United States are receiving misinformation about 
U.S. politics emanating from the countries of origin of these members. This result has implications for 
studies about information flows around the globe because it shows that misinformation content may also 
be spread in a form of asymmetrical interdependence among countries instead of a one-way flow of 
cultural imperialism (Straubhaar, 1991). As explained by Straubhaar (1991), asymmetrical 
interdependence refers to the varying degrees of power in countries' relationships, such as their influence 
on culture. This concept stands in contrast to cultural imperialism, which posits the domination of culture 
by the United States and other so-called First World nations. Relatedly, particularly worrying is our 
evidence demonstrating the ways in which international actors may influence politics in the United States 
by targeting diaspora community members.  

While we have seen recent examples of foreign attempts to influence communities of color in the 
United States (Bastos & Farkas, 2019; Freelon & Lokot, 2020; Riedl et al., 2022), our research sheds new 
light on how state interference can potentially impact intersectional diaspora communities. We share 
evidence that suggests international political actors might have the capacity to circumvent fact-checking 
mechanisms in the United States by specifically targeting diaspora communities, especially if these 
communities lack fact-checking resources addressing their own sociocultural and political contexts and 
produced in their native languages. This evidence has implications for those interested in combating 
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misinformation aimed at influencing U.S. politics and, more specifically, marginalized communities in the 
United States. 

Recent research shows that political misinformation was spread among diaspora communities during 
the 2020 and 2022 U.S. elections (Austin et al., 2021; Reddi et al., 2021; Riedl et al., 2022). We are still far 
from effectively addressing the misinformation problem, especially among the communities analyzed in 
this study. As our findings show, perceptions of the community organizations’ leaders bring important 
insights into this still unexplored environment of misinformation spread. For instance, these insights are 
about specific topics targeting these communities, how specific platforms are used for misinformation 
spread, the original ways in which they have been responding to misinformation spread, and their needs 
for this response. Our findings add scholarly evidence to journalistic accounts of misinformation spread 
among diaspora communities in the United States (Mazzei & Medina, 2020). The identification of this 
phenomenon is extremely important for civil society and political actors because recognizing an issue is 
the first step in order to tackle it. 
 

Findings 
 
Finding 1: Diaspora community leaders perceive encrypted messaging apps as platforms for political actors 
to test misinformation narratives. 
 
Our findings suggest that misinformation content on EMAs was prolific in discussions of the 2020 U.S. 
election and COVID-19.  One common tactic was attacking then-presidential candidate Joe Biden via false 
claims related to his political leanings. Participants consistently acknowledged the prominence of 
misinformation content portraying Biden and Democrats,  as well as progressives, generally, as socialists 
and communists. In the context of the Cuban-American and Venezuelan diaspora communities, 
allegations about socialism and communism bear particular weight. Participants also described the 
challenges their communities faced with disenfranchising misinformation. They and their organizations’ 
members encountered messages alleging election fraud—but also misleading information aimed at 
voters, the mail-in ballot process, and the election process in general. Many grassroots organizations 
contended with politicized misinformation about COVID-19 vaccines, masks, and the origin of that virus. 

All of our participants noted that YouTube plays a central role in the spread among diaspora 
communities because much of the misinformation content spread in these communities is video-based. 
Ultimately, participants said that EMAs played a particularly decisive role in information (and 
misinformation) sharing in their various communities. They say misinformation was spread at high rates 
through WhatsApp, Telegram, or WeChat (depending on which app was most adopted by the community). 
Several of our participants noted that the enclosed, private nature of EMAs makes them a safer place for 
misinformation to spread, making them a testing ground for misinformation posts before sending them 
out to open platforms. For instance, participants pointed out that WhatsApp “is the kind of place to 
experiment” and that political actors can “go a little further and promote more harmful narratives” 
through EMAs. In other words, misinformation creators use EMAs to test new narratives and check the 
public’s reaction to those narratives. Furthermore, political actors can spread more harmful narratives 
without fear of being recognized. 

Several of our participants also commented on a cross-border flow of misinformation among different 
countries. In our sample, the flow of misinformation seems to be bidirectional between the United States 
and countries in Latin America. One participant who monitors misinformation in online Latinx channels 
mentioned: “There’s quite a bit of Colombian YouTube accounts often talking about U.S. politics.” At the 
same time, misinformation narratives created in the United States were adapted for different countries. 
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For instance, one community leader mentioned that QAnon channels were created in Venezuela, Peru, 
and Colombia. 
 
Computational analysis of Telegram groups 
 
Several of our participants from Latinx communities mentioned specific influencers and EMA groups 
responsible for spreading misinformation within their communities. Given this input, we analyzed 24 
groups on Telegram directly related to information and particular keywords mentioned in our interviews, 
with the goal of quantitatively confirming perceptions of the organizations’ leaders. More specifically, we 
analyzed groups that spread misinformation targeting these communities: Cuban, Colombian, 
Argentinian, Peruvian, and Venezuelan. We created monthly counts to assess the volume of Telegram 
messages published between July 2020 and December 2021. The high volume of content spread during 
the period of the 2020 U.S. election confirmed statements from the participants. Notably, the highest 
amount of misinformation occurred after January 6th, the day of the Capitol attack. 

Our 20-topic model confirmed the interview findings (see Figure 1 in the Appendix). The topic model 
allowed us to identify the major themes discussed in our large Telegram dataset, composed of 450,300 
messages. Each of the 20 graphs in Figure 1 shows words that were clustered together among all the 
messages within the dataset. The most significant words in each cluster are listed at the top of each graph. 
After a qualitative analysis of each graph, we were able to find two misinformation topics that were 
regularly mentioned in our interviews: U.S. politics (mainly messages about election fraud and Joe Biden) 
and COVID-19 (misinformation about vaccination). Although we anonymized the names of the Telegram 
groups due to privacy concerns, our participants indicated groups where influencers and organizations 
spread misinformation. Additionally, we found topics discussing COVID-19, as well as topics linking 
keywords such as Biden and [George] Soros, and [Donald] Trump and [election] fraud. Lastly, we 
confirmed the cross-platform trend, with several messages linking to content outside of Telegram, 
particularly YouTube, Facebook, Twitter, and Instagram. 
 
Finding 2: Diaspora community organizations use large-scale volunteer teams, fact-checking websites, and 
social listening tools. 
 
Even though they were not originally devoted to this cause, many organizations decided to fight back 
against misinformation, as they see it increasingly targeting their communities. The most widespread 
action among these organizations is to train large-scale volunteer teams to help identify and curb 
misinformation in their communities. These efforts are done both digitally and in person. 

Our participants believe that having people from their own communities spread accurate information 
brings legitimacy to the content. One participant mentions: “We think that that needs to come from a 
place of trust. These people need to be well respected in their community. We go through the process of 
training folks using text messaging scripts and being able to have a flowchart of how to respond to various 
pushbacks.” Interestingly, some organizations draw from public health efforts in rural regions: “They use 
[volunteers] a lot in rural regions, where there are not enough health care workers. So, we kind of 
borrowed from that concept, distributing content to the community.” 

To gauge misinformation narratives spreading through their communities, organizations used fact-
checking websites and social listening tools. Then, these organizations published informative content 
through YouTube channels, online influencers, podcasts, and proprietary fact-checking websites. One of 
the organizations uses advertising on social media to promote fact-checked content, targeting the 
audience of misinformation outlets. However, participants pointed out that the overwhelming amount of 
misinformation spread makes it “hard to keep up.” Thus, workshops on media literacy are central to most 
of these communities, which leaders tend to see as more effective than debunking. One participant 
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illustrated this idea, stating that “in order for people to listen to the truth, they need to know how to find 
the truth in the first place.”  
 
Finding 3: Diaspora community organizations need fact-checked content translated into their native 
languages and initiatives that engage with their specific contexts. 
 
The need for translations of fact-checked content was consistent across almost all interviews. One 
participant expressed that this is “especially important in the South Asian diaspora, where you have 
dozens of languages that could be spoken.” Another participant describes how users who looked up the 
term “pandemic” on social media apps in English would be guided to a COVID-19 information center. 
Simultaneously, if someone were to look up the same term in Spanish, the apps “actually just send [the 
user] to a series of conspiracy theories, websites, and groups.” Moreover, leaders suggest that fact 
checkers should publish content through “central points” so that fact-checking efforts do not get lost. 

Given that YouTube and EMAs are central to misinformation spread within these communities, 
leaders pointed out the urgency of monitoring tools designed for these platforms. These tools would 
enable faster fact-checking initiatives. One leader mentioned that misinformation tends to spread through 
hour-long videos on YouTube, which makes monitoring the platform “very time-consuming.” Also, these 
videos are created at a fast pace. For instance, one participant says that “these channels seem to have 
coordinated content being created with subtitles in Spanish.” According to the leader, when Tucker 
Carlson airs on Fox News, videos with Spanish subtitles are immediately uploaded to YouTube channels. 
The volume and speed of misinformation are also a problem on EMAs. Leaders expressed the need for a 
tool that could “parse those messages,” ideally through keywords. It would be especially important to 
have a tool that could identify trending content “by region or by state.” 

Several leaders mentioned that their organizations need more volunteers and organizations with 
similar initiatives devoted to combating misinformation. Importantly, these teams need to “understand 
the cultural and the political context” where these communities come from. Tools to measure success 
and knowledge gain would be essential for these educational initiatives. For instance, one participant 
noted a need to distribute large-scale surveys to measure the success of their media literacy campaigns. 
 

Methods 
 
We applied a mixed-methods approach consisting of in-depth interviews and computer-assisted content 
analysis. We first conducted semi-structured, in-depth interviews with leaders from diaspora 
communities (N=12) from September 2020 to September 2021. Our main goal was to bring perspectives 
from the two largest groups of immigrants in the United States: Asian and Latinx (Budiman, 2020). The 
leaders work in civil society organizations dedicated to the advancement of Chinese (N = 2), Arab (N = 1), 
Colombian (N = 5), Argentinian (N = 2), and Indian (N = 2) communities. Thus, some of these civil society 
organizations work with broader communities and others with immigrants from specific countries; their 
scope of work in the United States also varies between national and state levels. Therefore, we gathered 
a high-impact sample of participants that offered a privileged perspective from within the communities 
that this study investigated. Furthermore, these leaders were involved with direct action against political 
misinformation and, therefore, could provide unique insight into how these communities were coping 
with the problems that this study explores. We initially recruited five participants who were featured in 
journalistic reports about misinformation targeting diaspora communities in the United States. Then, we 
gathered the remaining seven participants using snowball sampling based on recommendations from the 
initial five participants. Participants were six women and six men, ranging between 30 and 60 years of age. 
Interviews were conducted via Zoom, lasted 40 to 60 minutes, and were anonymized. We used a grounded 
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theory approach (Glaser & Strauss, 1967) to identify general themes. More specifically, we first analyzed 
the interviews’ memos and transcripts through open coding. Then, we established axial codes that 
synthesized our open codes. Afterward, we selectively defined general themes that synthesized axial 
codes and brought the theoretical findings described in this article.  

For the quantitative part of this study, we collected 450,300 messages published between July 2020 
and December 2021 in 24 public Telegram groups that had previously shared political misinformation 
among Latinx communities. The community leaders that we interviewed recommended these groups by 
mentioning influencers and EMA groups who recognizably spread misinformation. We analyzed Telegram 
data instead of other EMAs (such as WhatsApp) because Telegram allows the user to search for public 
groups based on keywords—a functionality not available on WhatsApp. We first ran descriptive analytics 
and then used a Latent Dirichlet Allocation (LDA) model to build a 20-topic model, with the goal of 
exploring the main themes discussed in the Telegram groups. Topic modeling is an unsupervised machine-
learning technique designed to identify the most statistically representative terms that are clustered 
together in a dataset (Lukito & Pruden, 2023). For privacy protection, the names of the groups and all the 
messages were anonymized. 

Future studies should benefit from tracking the spread of misinformation narratives across different 
social media platforms, especially given our finding that EMAs are used as a testing ground for 
misinformation narratives. It would be important to assess this finding quantitatively and longitudinally, 
which researchers could potentially do through tools such as the WhatsApp Monitor (Resende et al., 
2018). This tool exhibits content that is trending within public chat groups, making it easier to identify 
which narratives are gaining virality so that fact-checkers can work alongside specific communities. Similar 
tools for monitoring YouTube content targeting diaspora communities would also be necessary for more 
effective fact-checking. Another important path for future research is TikTok. As this platform becomes 
more popular for video sharing, it will be fundamental to study how political actors could be targeting 
diaspora communities with misinformation on TikTok. 

While most of our findings are a result of our qualitative interviews with both Latinx and Asian 
diaspora community leaders, we add another layer of evidence with the quantitative analysis of Telegram 
groups targeting Latinx communities. We focused our quantitative analysis on Latinx communities 
because those were the participants who provided us with direct recommendations for misinformation 
spreaders on Telegram groups, which allowed us to find these groups and confirm the qualitative findings 
from our interviews. Thus, a limitation of this study is that it does not explore Asian-related groups 
quantitatively. However, there is no intention to generalize these findings, both qualitative and 
quantitative, to all diaspora communities in the United States, which would be naïve given the diversity 
of these different nationalities, ethnicities, and cultural groups. Instead, we seek to bring insight about 
how misinformation has been targeting these communities through EMAs and how we can co-design 
infrastructures to identify and address their needs for combating misinformation. 
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Appendix: Topic modeling 
 

 
Figure 1. A 20-topic model displays the main topics published in Telegram groups. Each of the 20 graphs represents a different 

topic, with words clustered based on their significance. The most significant words, determined by their beta score, are at the 
top of each graph. 
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