What do we study when we study misinformation? A scoping review of experimental research (2016-2022)

We reviewed 555 papers published from 2016–2022 that presented misinformation to participants. We identified several trends in the literature—increasing frequency of misinformation studies over time, a wide variety of topics covered, and a significant focus on COVID-19 misinformation since 2020. We also identified several important shortcomings, including overrepresentation of samples from the United States and Europe and excessive emphasis on short-term consequences of brief, text-based misinformation. Most studies examined belief in misinformation as the primary outcome. While many researchers identified behavioural consequences of misinformation exposure as a pressing concern, we observed a lack of research directly investigating behaviour change.
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Research question

- What populations, materials, topics, methods, and outcomes are common in published misinformation research from 2016–2022?

Essay summary

- The goal of this review was to identify the scope of methods and measures used in assessing the impact of real-world misinformation.
- We screened 8,469 papers published between 2016 and 2022, finding 555 papers with 759 studies where participants were presented with misinformation.
- The vast majority of studies included samples from the United States or Europe, used brief text-based misinformation (1–2 sentences), measured belief in the misinformation as a primary outcome, and had no delay between misinformation exposure and measurement of the outcome.
- The findings highlight certain elements of misinformation research that are currently
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underrepresented in the literature. In particular, we note the need for more diverse samples, measurement of behaviour change in response to misinformation, and assessment of the longer-term consequences of misinformation exposure.

- Very few papers directly examined effects of misinformation on behaviour (1%) or behavioural intentions (10%), instead measuring proxy outcomes such as belief or attitudes. Nevertheless, many papers draw conclusions regarding the consequences of misinformation for real-world behaviour.
- We advise caution in inferring behavioural consequences unless behaviours (or behavioural intentions) are explicitly measured.
- We recommend that policymakers reflect on the specific outcomes they hope to influence and consider whether extant evidence indicates that their efforts are likely to be successful.

**Implications**

In this article, we report a scoping review of misinformation research from 2016-2022. A scoping review is a useful evidence synthesis approach that is particularly appropriate when the purpose of the review is to identify knowledge gaps or investigate research conduct across a body of literature (Munn et al., 2018). Our review investigates the methods used in misinformation research since interest in so-called “fake news” spiked in the wake of the 2016 U.S. presidential election and the Brexit referendum vote. While previous publications have reflected critically on the current focus and future pathways for the field (Camargo & Simon, 2022), here we address a simple question: what do we study when we study misinformation? We are interested in the methods, outcomes, and samples that are commonly used in misinformation research and what that might tell us about our focus and blind spots.

Our review covers studies published from January 2016 to July 2022 and includes any studies where misinformation was presented to participants by researchers. The misinformation had to be related to real-world information (i.e., not simple eyewitness misinformation effects), and the researchers had to measure participants’ response to the misinformation as a primary outcome. As expected, we found an increase in misinformation research over time, from just three studies matching our criteria in 2016 to 312 published in 2021. As the number of studies has grown, so too has the range of topics covered. The three studies published in 2016 all assessed political misinformation, but by 2021, just 35% of studies addressed this issue, while the remainder examined other topics, including climate change, vaccines, nutrition, immigration, and more. COVID-19 became a huge focus for misinformation researchers in late 2020, and our review includes over 200 studies that used COVID-related materials. Below we discuss some implications and recommendations for the field based on our findings.

**Call for increased diversity & ecological validity**

It has been previously noted that the evidence base for understanding misinformation is skewed by pragmatic decisions affecting the topics that researchers choose to study. For example, Altay and colleagues (2023) argue that misinformation researchers typically focus on social media because it is methodologically convenient, and that this can give rise to the false impression that misinformation is a new phenomenon or one solely confined to the internet. Our findings highlight many other methodological conveniences that affect our understanding of misinformation relating to samples, materials, and experimental design.

Our findings clearly show that certain populations and types of misinformation are well-represented in the literature. In particular, the majority of studies (78%) drew on samples from the United States or Europe. Though the spread of misinformation is widely recognised as a global phenomenon (Lazer, 2018),
countries outside the United States and Europe are underrepresented in misinformation research. We recommend more diverse samples for future studies, as well as studies that assess interventions across multiple countries at once (e.g., Porter & Wood, 2021). Before taking action, policymakers should take note of whether claims regarding the spread of misinformation or the effectiveness of particular interventions have been tested in their jurisdictions and consider whether effects are likely to generalise to other contexts.

There are growing concerns about large-scale disinformation campaigns and how they may threaten democracies (Nagasko, 2020; Tenove, 2020). For example, research has documented elaborate Russian disinformation campaigns reaching individuals via multiple platforms, delivery methods, and media formats (Erlich & Garner, 2023; Wilson & Starbird, 2020). Our review of the misinformation literature suggests that most studies don't evaluate conditions that are relevant to these disinformation campaigns. Most studies present misinformation in a very brief format, comprising a single presentation of simple text. Moreover, most studies do not include a delay between presentation and measurement of the outcome. This may be due to ethical concerns, which are, of course, of crucial importance when conducting misinformation research (Greene et al., 2022). Nevertheless, this has implications for policymakers, who may draw on research that does not resemble the real-world conditions in which disinformation campaigns are likely to play out. For example, there is evidence to suggest that repeated exposure can increase the potency of misinformation (Fazio et al., 2022; Pennycook et al., 2018), and some studies have found evidence of misinformation effects strengthening over time (Murphy et al., 2021). These variables are typically studied in isolation, and we, therefore, have an incomplete understanding of how they might interact in large-scale campaigns in the real world. This means that policymakers may make assumptions about which messages are likely to influence citizens based on one or two variables—for example, a news story's source or the political congeniality of its content—without considering the impact of other potentially interacting variables, such as the delay between information exposure and the target action (e.g., voting in an election) or the number of times an individual is likely to have seen the message. In sum, we would recommend a greater focus on ecologically valid methods to assess misinformation that is presented in multiple formats, across multiple platforms, on repeated occasions, and over a longer time interval. We also encourage future research that is responsive to public and policy-maker concerns with regard to misinformation. For example, a misinformation-related topic that is frequently covered in news media is the looming threat of deepfake technology and the dystopian future it may herald (Broinowski, 2022). However, deepfakes were very rarely examined in the studies we reviewed (nine studies in total).

Our review contributes to a growing debate as to how we should measure the effectiveness of misinformation interventions. Some have argued that measuring discernment (the ability to distinguish true from false information) is key (Guay et al., 2023). For example, in assessing whether an intervention is effective, we should consider the effects of the intervention on belief in fake news (as most studies naturally do) but also consider effects on belief in true news—that is, news items that accurately describe true events. This reflects the idea that while believing and sharing misinformation can lead to obvious dangers, not believing or not sharing true information may also be costly. Interventions that encourage skepticism towards media and news sources might cause substantial harm if they undercut trust in real news, particularly as true news is so much more prevalent than fake news (Acerbi et al., 2022). In our review, less than half of the included studies presented participants with both true and false information. Of those that did present true information, just 15% reported a measure of discernment (7% of all included studies), though there was some indication that this outcome measure has been more commonly reported in recent years. We recommend that future studies consider including both true items and a measure of discernment, particularly when assessing susceptibility to fake news or evaluating an intervention. Furthermore, policymakers should consider the possibility of unintended consequences if
interventions aiming to reduce belief in misinformation are employed without due consideration of their effects on trust in news more generally.

Is misinformation likely to change our behaviour?

Many of our most pressing social concerns related to misinformation centre on the possibility of false information inciting behaviour change—for example, that political misinformation might have a causal effect on how we decide to vote, or that health misinformation might have a causal effect in refusal of vaccination or treatment. In the current review, we found the most common outcome measure was belief in misinformation (78% of studies), followed by attitudes towards the target of the misinformation (18% of studies). While it is, of course, of interest to examine how misinformation can change beliefs and attitudes, decades of research have shown that information provision is often ineffective at meaningfully changing attitudes (Albarracin & Shavitt, 2018) and even where such an intervention is successful, attitude change is not always sufficient to induce behavioural change (Verplanken & Orbell, 2022).

When assessing whether misinformation can affect behaviour, previous research has reported mixed results. Loomba et al. (2021) found that exposure to COVID vaccine misinformation reduced intentions to get vaccinated, but other studies have reported null or inconsistent effects (Aftab & Murphy, 2022; de Saint Laurent et al., 2022; Greene & Murphy, 2021; Guess et al., 2020). The current review highlights the small number of studies that have examined offline behavioural intentions (10% of papers reviewed) or offline behaviour itself (< 1% of studies) as an outcome of misinformation exposure. Our findings reveal a mismatch between the stated goals and methodology of research, where many papers conceive of misinformation as a substantial problem and may cite behavioural outcomes (such as vaccine refusal) as the driver of this concern, but the studies instead measure belief. We acknowledge that studying real-world effects of misinformation presents some significant challenges, both practical (we cannot follow people into the voting booth or doctor’s office) and ethical (e.g., if experimental presentation of misinformation has the potential to cause real-world harm to participants or society). Moreover, it can be exceptionally difficult to identify causal links between information exposure and complex behaviours such as voting (Aral & Eckles, 2019). Nevertheless, we recommend that where researchers have an interest in behaviour change, they should endeavour to measure that as part of their study. Where a study has only measured beliefs, attitudes, or sharing intentions, we should refrain from drawing conclusions with regard to behaviour.

From a policy perspective, those who are concerned about misinformation, such as governments and social media companies, ought to clearly specify whether these concerns relate to beliefs or behaviour, or both. Behaviour change is not the only negative outcome that may result from exposure to misinformation—confusion and distrust in news sources are also significant outcomes that many policymakers may wish to address. We recommend that policymakers reflect on the specific outcomes they hope to influence and consider whether extant evidence indicates that their efforts are likely to be successful. For example, if the goal is to reduce belief in or sharing of misinformation, there may be ample evidence to support a particular plan of action. On the other hand, if the goal is to affect a real-world behaviour such as vaccine uptake, our review suggests that the jury is still out. Policymakers may, therefore, be best advised to lend their support to new research aiming to explicitly address the question of behaviour change in response to misinformation. Specifically, we suggest that funding should be made available by national and international funding bodies to directly evaluate the impacts of misinformation in the real world.
Findings

Finding 1: Studies assessing the effects of misinformation on behaviour are rare.

As shown in Table 1, the most commonly recorded outcome by far was belief in the misinformation presented (78% of studies), followed by attitudes (18.31%). Online behavioural intentions, like intention to share (18.05%) or intention to like or comment on a social media post (5.01%), were more commonly measured than offline behavioural intentions (10.94%), like planning to get vaccinated. A tiny proportion of studies (1.58%) measured actual behaviour and how it may change as a result of misinformation exposure. Even then, just one study (0.13%) assessed real-world behaviour—speed of tapping keys in a lab experiment (Bastick, 2021)—all other studies assessed online behaviour such as sharing of news articles or liking social media posts. Thus, no studies in this review assessed the kind of real-world behaviour targeted by misinformation, such as vaccine uptake or voting behaviour.

Figure 1. Common outcome measures across studies.
Table 1. Outcomes measured following misinformation presentation.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>n</th>
<th>Percentage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Belief in Misinformation</td>
<td>593</td>
<td>78.13%</td>
</tr>
<tr>
<td>Attitudes (e.g., towards topic or person)</td>
<td>139</td>
<td>18.31%</td>
</tr>
<tr>
<td>Online Behavioural Intention (Sharing)</td>
<td>137</td>
<td>18.05%</td>
</tr>
<tr>
<td>Offline Behavioural Intention</td>
<td>83</td>
<td>10.94%</td>
</tr>
<tr>
<td>Familiarity</td>
<td>41</td>
<td>5.40%</td>
</tr>
<tr>
<td>Online Behavioural Intention (Other)</td>
<td>38</td>
<td>5.01%</td>
</tr>
<tr>
<td>Emotional Reactions</td>
<td>18</td>
<td>2.37%</td>
</tr>
<tr>
<td>Perceptions of News Source</td>
<td>17</td>
<td>2.24%</td>
</tr>
<tr>
<td>False Memory</td>
<td>12</td>
<td>1.58%</td>
</tr>
<tr>
<td>Recall</td>
<td>11</td>
<td>1.45%</td>
</tr>
<tr>
<td>Gaze Behaviour (Eye-Tracking)</td>
<td>8</td>
<td>1.05%</td>
</tr>
<tr>
<td>Level of Interest</td>
<td>6</td>
<td>0.79%</td>
</tr>
<tr>
<td>Online Behaviour (Other)</td>
<td>6</td>
<td>0.79%</td>
</tr>
<tr>
<td>Online Behaviour (Sharing)</td>
<td>5</td>
<td>0.66%</td>
</tr>
<tr>
<td>Offline Behaviour</td>
<td>1</td>
<td>0.13%</td>
</tr>
<tr>
<td>Other</td>
<td>101</td>
<td>13.31%</td>
</tr>
</tbody>
</table>

*Note: Percentages do not sum to 100% as some studies measured more than one outcome (e.g., if a study measured belief in misinformation and sharing intention, then both were selected).*

Finding 2: Studies in this field overwhelmingly use short, text-based misinformation.

The most common format for presenting misinformation was text only (62.71% of included studies), followed by text accompanied by an image (32.41%). Use of other formats was rare; video only (1.84%), text and video (1.32%), images only (<1%), and audio only (<1%).

Of the studies that used textual formats (with or without additional accompanying media), the majority (62.72%) presented between one and two sentences of text. An additional 17.50% presented misinformation in a longer paragraph (more than two sentences), 12.92% presented a page or more, and 6.86% did not specify the length of misinformation text presented.

The most frequent framing for the misinformation presented was news stories (44.27%), misinformation presented with no context (33.47%), and Facebook posts (16.47%). Other less frequent misinformation framing included Twitter posts (7.64%), other social media posts (8.04%), other types of webpages (2.11%), fact checks of news stories (1.58%), and government and public communications (0.26%).
Very few studies presented doctored media to participants; a small number (1.19%) presented deepfake videos and 1.05% presented other forms of doctored media.

**Finding 3: Most studies assess outcomes instantly.**

Fewer than 7% of studies reported any delay between exposure to the misinformation and the measurement of outcome \((n = 52)\). While many did not specify exactly how long the delay was \((n = 30)\), most were less than a week; 1–2 minutes \((n = 4)\), 5–10 minutes \((n = 4)\), 1 day–1 week \((n = 13)\), 3 weeks \((n = 1)\) and 1–6 months \((n = 2)\).

**Finding 4: Most participants were from the USA or Europe.**

The majority of participants sampled were from the United States (49.93%), followed by Europe (28.19%) (see Table 2). All other regions each accounted for 6% or less of the total number of participants sampled, such as East Asia (5.53%), Africa (5.27%) and the Middle East (4.74%). Furthermore, 102 studies (13.26%) did not specify from where they sampled participants.

**Table 2. Regions sampled in studies.**

<table>
<thead>
<tr>
<th>Region</th>
<th>(n)</th>
<th>Percentage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>USA</td>
<td>379</td>
<td>49.93%</td>
</tr>
<tr>
<td>North America (excluding USA)</td>
<td>10</td>
<td>1.32%</td>
</tr>
<tr>
<td>Central/South America</td>
<td>18</td>
<td>2.37%</td>
</tr>
<tr>
<td>Europe</td>
<td>214</td>
<td>28.19%</td>
</tr>
<tr>
<td>Middle East (including Egypt)</td>
<td>36</td>
<td>4.74%</td>
</tr>
<tr>
<td>African (excluding Egypt)</td>
<td>40</td>
<td>5.27%</td>
</tr>
<tr>
<td>South Asian</td>
<td>22</td>
<td>2.90%</td>
</tr>
<tr>
<td>East Asian</td>
<td>42</td>
<td>5.53%</td>
</tr>
<tr>
<td>Southeast Asian</td>
<td>27</td>
<td>3.56%</td>
</tr>
<tr>
<td>Asian (Other)</td>
<td>2</td>
<td>0.26%</td>
</tr>
<tr>
<td>Europe/Asia</td>
<td>7</td>
<td>0.92%</td>
</tr>
<tr>
<td>Oceania</td>
<td>13</td>
<td>1.71%</td>
</tr>
<tr>
<td>Not specified</td>
<td>102</td>
<td>13.26%</td>
</tr>
</tbody>
</table>

*Note: “Europe/Asia” refers to transcontinental Eurasian countries, such as Türkiye, Azerbaijan, and Russia. Where the region sampled was not explicitly stated but could be inferred based on the materials presented to participants or other references to specific regions, the inferred region was recorded (e.g., a study that presented participants with misinformation relating to U.S. politics was recorded as USA).*
Finding 5: COVID-19 became a major focus of misinformation research.

Political misinformation was the most commonly studied topic until 2021, when COVID-related misinformation research became the dominant focus of the field (see Table 3 for a full breakdown of the topics included in the selected studies). Overall, experimental misinformation research is on the rise. Our review included one paper from 2016, 12 papers from 2017, 18 papers from 2018, 48 papers from 2019, 123 papers from 2020, 231 papers from 2021, and 122 papers for the first half of 2022.

Table 3. Summary of topic of misinformation by year.

<table>
<thead>
<tr>
<th>Year</th>
<th>Politics (vaccines)</th>
<th>Health (nutrition)</th>
<th>Health (COVID)</th>
<th>Health (other)</th>
<th>Science (climate change)</th>
<th>Science (other)</th>
<th>Immigration</th>
<th>Other</th>
<th>Total Studies in Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>2016</td>
<td>3 (100%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>3</td>
</tr>
<tr>
<td>2017</td>
<td>11 (57.89%)</td>
<td>7 (36.84%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>1 (5.26%)</td>
<td>5 (26.32%)</td>
<td>0 (0%)</td>
<td>2 (10.53%)</td>
<td>3 (15.79%)</td>
</tr>
<tr>
<td>2018</td>
<td>8 (38.09%)</td>
<td>3 (14.29%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>5 (23.81%)</td>
<td>1 (4.76%)</td>
<td>1 (4.76%)</td>
<td>1 (4.76%)</td>
<td>9 (42.86%)</td>
</tr>
<tr>
<td>2019</td>
<td>35 (53.03%)</td>
<td>11 (17.38%)</td>
<td>1 (1.51%)</td>
<td>0 (0%)</td>
<td>13 (19.70%)</td>
<td>8 (12.12%)</td>
<td>3 (4.55%)</td>
<td>2 (3.03%)</td>
<td>13 (20.60%)</td>
</tr>
<tr>
<td>2020</td>
<td>84 (48%)</td>
<td>23 (13.14%)</td>
<td>14 (8%)</td>
<td>29 (16.57%)</td>
<td>36 (20.57%)</td>
<td>13 (7.43%)</td>
<td>14 (8%)</td>
<td>16 (9.14%)</td>
<td>63 (36%)</td>
</tr>
<tr>
<td>2021</td>
<td>110 (35.26%)</td>
<td>44 (14.10%)</td>
<td>19 (6.09%)</td>
<td>111 (35.58%)</td>
<td>57 (18.23%)</td>
<td>25 (8.01%)</td>
<td>11 (3.53%)</td>
<td>17 (5.45%)</td>
<td>70 (22.44%)</td>
</tr>
<tr>
<td>2022</td>
<td>58 (35.58%)</td>
<td>7 (4.29%)</td>
<td>3 (1.84%)</td>
<td>84 (51.53%)</td>
<td>26 (15.95%)</td>
<td>10 (6.13%)</td>
<td>2 (1.23%)</td>
<td>9 (5.52%)</td>
<td>31 (19.02%)</td>
</tr>
<tr>
<td>Total</td>
<td>309</td>
<td>95</td>
<td>37</td>
<td>124</td>
<td>138</td>
<td>62</td>
<td>31</td>
<td>47</td>
<td>189</td>
</tr>
</tbody>
</table>

Note: Where studies presented participants with misinformation on more than one topic, all relevant topics were selected. Topics categorised as “Health (other)” include e-cigarettes, cancer, genetically modified foods, and other viruses. Topics categorised as “Other” include crime, historical conspiracies, celebrity misinformation, commercial misinformation, and misinformation that was not specified.

Finding 6: Most studies do not report discernment between true and false misinformation.

In total, 340 studies (45.12%) presented participants with both true and false information. Of these studies, 52 (15.29%) reported a measure of discernment based on participants’ ability to discriminate between true and false information (e.g., the difference in standardised sharing intention scores between true and false items). Across the entire review then, fewer than 7% of studies report discernment between true and false information as an outcome. There was some indication that measurement of discernment is becoming more common over time; no studies included in the review reported a measure of discernment prior to 2019, and 48 out of the 52 studies that did measure discernment were published between 2020 and 2022.
Methods

A search was conducted to identify studies that presented participants with misinformation and measured their responses (e.g., belief in misinformation) after participants were exposed to misinformation. All studies must have been published since January 2016, with an English-language version available in a peer-reviewed journal. The final search for relevant records was carried out on the 16th of July, 2022. Searches were carried out in three databases (Scopus, Web of Science, and PsychINFO) using the search terms “misinformation” OR “fake news” OR “disinformation” OR “fabricated news” OR “false news.” The search strategy, inclusion criteria, and extraction templates were preregistered at https://osf.io/d5hrj/.

Inclusion criteria

There were two primary criteria for inclusion in the current scoping review. A study was eligible for inclusion if it (i) presented participants with misinformation with any potential for real-world consequences and (ii) measured participants’ responses to this misinformation (e.g., belief in the misinformation, intentions to share the misinformation) as a main outcome.

Exclusion criteria

Studies were excluded if they presented participants with misinformation of no real-world consequence (e.g., misinformation about a simulated crime, fabricated stories about fictitious plane crashes, misinformation about fictional persons that were introduced during the course of an experiment). If the misinformation was only relevant within the narrow confines of an experiment, we considered the paper ineligible. Furthermore, studies were excluded if they presented participants with general knowledge statements (e.g., trivia statements) or if they presented participants with misleading claims that were not clearly inaccurate (e.g., a general exaggeration of the benefits of a treatment). Studies were also excluded if the misinformation was only presented in the context of a debunking message, as were studies where the misinformation was presented as a hypothetical statement (e.g., “imagine if we told you that …”, “how many people do you think believe that…”). Studies of eyewitness memory were excluded, as were any studies not published in English. Finally, opinion pieces, commentaries, systematic reviews, or observational studies were excluded.

Originally, only experimental studies were to be included in the review. However, upon screening the studies, it became apparent that distinguishing between experiments, surveys, and intervention-based research was sometimes difficult—for example, cross-sectional studies exploring individual differences in fake news susceptibility might not be classified as true experiments (as they lack control groups and measure outcomes at only one time point), but they were clearly relevant to our aims. To avoid arbitrary decisions, we decided to drop this requirement and instead included all articles that met the inclusion criteria.

Screening and selection process

The search strategy yielded a total of 18,333 records (see Figure 2 for a summary of the screening process). Curious readers may note that a Google Scholar search for the search terms listed above produces a substantially different number of hits, though the number will vary from search to search. This lack of reproducibility in Google Scholar searches is one of many reasons why Google Scholar is not recommended for use in systematic reviews, and the three databases employed here are preferred (Gusenbauer & Haddaway, 2020; also see Boeker et al., 2013; Bramer et al., 2016). Following the removal
of duplicates \((n = 9,864)\), a total of 8,469 records were eligible to be screened. The titles and abstracts of the 8,469 eligible records were screened by six reviewers, in pairs of two, with a seventh reviewer resolving conflicts where they arose (weighted Cohen’s \(\kappa = 0.81\)). A total of 7,666 records were removed at this stage, as the records did not meet the criteria of the scoping review.

The full texts of the remaining 803 records were then screened by four reviewers in pairs of two, with conflicts resolved by discussion among the pair with the conflict (weighted Cohen’s \(\kappa = 0.68\)). Among the 803 records, 248 records were excluded (see Figure 2 for reasons for exclusion). Thus, there were 555 papers included for extraction, with a total of 759 studies included therein. An alphabetical list of all included articles is provided in the Appendix, and the full data file listing all included studies and their labels is available at https://osf.io/3apkt/.

![Flowchart](image)

**Figure 2. Scoping review screening flow chart.**
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