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Research Article 

 

Misinformation interventions are common, divisive, and 
poorly understood 
 
Social media platforms label, remove, or otherwise intervene on thousands of posts containing misleading 
or inaccurate information every day. Who encounters these interventions, and how do they react? A 
demographically representative survey of 1,207 Americans reveals that 49% have been exposed to some 
form of online misinformation intervention. However, most are not well-informed about what kinds of 
systems, both algorithmic and human, are applying these interventions: 40% believe that content is mostly 
or all checked, and 17.5% are not sure, with errors attributed to biased judgment more than any other 
cause, across political parties. Although support for interventions differs considerably by political party, 
other distinct traits predict support, including trust in institutions, frequent social media usage, and 
exposure to “appropriate” interventions. 
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Research questions 
● How does the public experience and interpret current misinformation interventions on social 

media (e.g., downranking, removal, labels)? 
● Are certain types of interventions or sources of interventions more popular than others? 
● How strongly do different traits (e.g., political party affiliation, trust in institutions) predict how 

people feel about these misinformation interventions? 
● How do online experiences (e.g., frequency of social media usage, intervention exposure) 

correlate with support for misinformation interventions? 
 

Essay summary  
● In this article, we describe a representative sample of the American public’s attitudes towards 

and experiences with online platform responses to misinformation, or “interventions.” We use 
data from an online opt-in survey with 1,207 respondents administered in March 2021 and 

 
1A publication of the Shorenstein Center on Media, Politics and Public Policy at Harvard University, John F. Kennedy School of 

Government. 
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recruited from the Lucid survey marketplace. Respondents were quota-matched on gender, age, 
and income according to the 2018 Current Population Survey.  

● We pre-registered hypotheses connecting attitudes toward misinformation interventions with 
traits such as partisanship, institutional trust, media preferences, and intervention experience. 
We selected these traits based on prior qualitative research that identified them as associated 
with attitudes towards interventions (Saltz et al., 2021). We conducted a survey in order to 
examine broader nationally representative attitudes than can be afforded by qualitative research 
or is available with platform behavioral data. 

● We find that encounters with platform misinformation interventions are widespread (49% overall 
report some exposure occurring after the 2020 election), but the process for reviewing content 
on platforms is poorly understood (40% believe most or all content on online platforms is fact-
checked, 17% are unsure). Interventions trigger polarized responses between Republicans and 
Democrats (roughly a standard deviation gap).  

● Besides partisanship, we surface several additional traits that correlate strongly with intervention 
attitudes. Trust in institutions (though not any particular institution) strongly predicts support for 
different intervention types and intervention sources (though not any particular source). 
Moreover, positive experiences with misinformation interventions predict increased intervention 
support from both Democrats and Republicans, suggesting that, in some cases, perceived 
intervention efficacy and reduction of false positives may help to overcome disapproving 
attitudes. 

● Our main contribution is a detailed description of American public opinion on misinformation 
interventions that can be used to develop more effective interventions. In particular, we discuss 
how four elements can be incorporated into the design of misinformation interventions: 
explainability, transparency, oversight, and trust.  

 

Implications 
 
Are social media platforms not doing enough to address misinformation, or are they doing too much? In 
the United States, a common narrative suggests that partisanship is the sole driver of public opinion about 
this question, with Republicans opposing misinformation interventions, attributing bias in those 
evaluating content and Democrats supporting interventions, viewing Republican claims of bias as 
unfounded (Owen, 2020). Ultimately, the answer depends on how one defines and classifies 
misinformation and evaluates its impacts.  

In this article, we approach “misinformation” as an umbrella term encompassing definitions based on 
the Information Disorder framework (Wardle et al., 2018) that includes both misinformation, the 
inadvertent sharing of false information, as well as disinformation, the deliberate creation and sharing of 
information known to be false. The scale of the misinformation problem is highly contested and 
dependent on how misinformation is classified (Rogers, 2020). Beyond this, not every type of online 
platform response to misinformation, or intervention, is equally severe. Some, like removal, prevent 
access entirely, raising free speech concerns, whereas downranking makes access more difficult by 
reducing reach. Other “soft moderation” interventions such as credibility and contextual labels allow both 
free speech and reach, yet may still provoke mocking and resistance from users (Zannettou, 2021).  

The research on the effects of these various approaches on users is mixed. Some studies have found 
that adding labels can be effective at reducing intentions to share that content for people across the 
political spectrum (Yaqub et al., 2020; Mena, 2020). Others have found little or no effects of labels on 
perceived accuracy of individual posts (Oeldorf-Hirsch et al., 2020) or engagement with those posts, for 
example in the form of likes and critical commentary (Bradshaw et al., 2021). Pennycook and colleagues 
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(2020) additionally observed that, even if labeling is effective in reducing perceived accuracy of false 
headlines, the practice of labeling only a subset of content on platforms may result in an “implied truth 
effect” where false headlines that are not labeled are more likely to be perceived as accurate. As a whole, 
these experiments suggest that the specific content and system of labeling can have profound differences 
in the impact on users: for example, Pennycook and colleagues (2021) found that, in contrast to labeling 
the veracity of specific headlines, users shared higher quality news when content was labeled to shift user 
attention to accuracy in general. 

Less is known in scholarly research about the user effects and perceptions of removal and 
downranking interventions. However, studies such as a 2020 survey of sex workers, activists, organizers, 
and protesters suggests that many directly experienced undesired “shadowbanning” and removal of posts 
and keywords related to their accounts, with 80.95% of respondents noticing a trend of suppression of 
information on social media (Blunt et al., 2020).  

Building on this literature, we sought to understand, regardless of an intervention’s intended effects: 
how often the public experiences platform misinformation interventions (credibility labels in particular) 
and how characteristics (including but not limited to partisanship) predict attitudes toward a variety of 
common interventions such as labels, removals and downranking content (Table 1).2 
 

Table 1. Types of platform misinformation interventions on individual posts.  

Type Definition  Example 

Credibility label Corrections and “false” 
labels, also known as 
“veracity label” (Morrow et 
al., 2021). 

Instagram and Facebook apply labels to posts 
based on fact-checker ratings such as “false 
information” (Facebook Business Help Center, 
2021). 

Contextual label Information that “serves to 
provide more information 
to the user that the exact 
content of a user-
generated post does not 
provide” (Morrow et al., 
2021). 

TikTok “detect[s] and tag[s] all videos with 
words and hashtags related to the COVID-19 
vaccine [attaching] a banner to these videos 
with the message 'Learn more about COVID-19 
vaccines’” and links to a COVID-19 “information 
hub” of “verifiable, authoritative sources of 
information” (TikTok, 2020). 

Removal The temporary or 
permanent removal of a 
post from a platform feed. 

YouTube removed a COVID-19 conspiracy 
theory video (“plandemic”) in May 2020 
(Newton, 2020). 

Downranking Reducing the number of 
times a post appears in 
other users’ social media 
feeds. 

Facebook downranks “exaggerated or 
sensational health claims, as well as those 
trying to sell products or services based on 
health-related claims” (Perez, 2019). 

 

 
2 Note that while “intervention” may also refer to other efforts such as media literacy education, this article focuses specifically on 

interventions actively used during recent high stakes events, in the U.S. including the COVID-19 pandemic and the 2020 U.S. 

Presidential Election. 
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We find that the simplified partisan narrative about credibility labels masks a more nuanced story: while 
there are indeed divided attitudes toward interventions, partisanship does not explain all the variance. 
We find that trust in institutions (broadly, but not specifically), frequency of social media use, and self-
reported exposure to “appropriate” interventions predict support for interventions (broadly, but not 
specifically). Further, though the public is strongly opinionated about interventions in general, they are 
also uncertain about specific interventions and who deploys them.  

Crucially, we recognize that self-reported attitudes on such topics alone do not tell us about an 
intervention’s efficacy toward its stated goals, or its long-term impact on user beliefs (Parry et al., 2021). 
However, by better understanding these attitudes, we provide a roadmap for how one might test the 
efficacy of interventions by recruiting from populations that are likely least inclined to support them. We 
also discuss how platforms may work to address the root causes and valid criticisms of interventions, such 
as the prevalence of algorithmic false positives, lack of transparency around intervention evaluations, and 
institutional distrust. While we concentrate on implications for platforms as the primary actors deploying 
interventions, we connect these suggestions to their implications for policymakers, journalists, and 
academics working in and around the misinformation field. 
 
Implications for intervention design 
 
1. Explainability: Make intervention sources and processes more explainable to audiences (Finding 1). 
Our findings show broad uncertainty about the extent of interventions (Figure 2) and how interventions 
occur across platforms (Figure 5). Platforms should therefore clearly explain intervention classification 
and repeal processes to users. Platforms may also benefit from interventions based on simple, 
comprehensible processes. For example, it may be easier for users to comprehend simple rules like limits 
on WhatsApp message forwarding (WhatsApp, 2021) compared to the sometimes ambiguous and opaque 
criteria for interventions like downranking (Donovan, 2020)—though this requires further study. 
Policymakers should emphasize intervention explainability when crafting misinformation policies, and 
academics working in AI explainability should consider how to meaningfully explain the results of 
algorithmic content moderation to audiences (Bhatt, Andrus, Weller, & Xiang, 2020). Journalists also have 
a role in explaining the general practices and techniques behind misinformation interventions to the 
public. 
 
2. Transparency: Motivate design changes with intended and actual intervention effects, since 
interventions may never be universally supported (Finding 2). We did not find dramatic differences in 
support and opposition for different interventions (Figure 4), suggesting that the exact form of the 
intervention may not affect public opinion. Rather, the public appears divided on the premise of social 
media platforms intervening on misinformation in the first place. Platforms, in conversation with 
policymakers, academics, and the public at large, should therefore better communicate their goals and 
measure intervention efficacy against those goals. While platforms and legislators regulating platforms 
should be accountable to public opinion, intervention design choices should not be made purely 
reactively. If interventions are accomplishing other goals, such as reducing exposure to and engagement 
with harmful public health misinformation, they should be deployed despite some negative public 
opinion. 
 
3. Oversight: Consider large-scale transformations to how platforms operate and relate to the public, 
such as external oversight (Finding 3). Broad institutional distrust predicts disapproval of interventions, 
for Democrats and Republicans alike, (Figure 7) with only minor differences between approval of possible 
intervention sources (such as algorithms vs. platform users) (Figure 6). The ideal institution to classify 
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content and apply interventions remains unclear based on public opinion. However, our prior qualitative 
research revealed that many were particularly concerned with social media platforms’ possible conflicts 
of interest, such as between engagement goals and the partisan biases of corporate leadership (Saltz et 
al., 2021). Journalists should be aware of how the same institutional distrust plagues their work 
(Zuckerman, 2017); however, they can also report on the platforms to empower people to better assess 
their social media platforms. It’s also possible that trust could be improved by incorporating more external 
oversight and regulation from policymakers; doing so could offer checks and balances against any given 
institution. 
 
4. Trust: Platforms should strive to minimize errors of automated systems that reduce trust in 
interventions while amplifying positive encounters with misinformation interventions (Finding 4). 
While this is an intuitive suggestion, platforms should recognize how even slight errors degrade labeling 
systems as a whole and the importance of curating positive experiences with interventions. Our findings 
indicate that encounters with misinformation interventions are quite common (Figure 1), and users often 
find them inappropriate or inaccurate. We also find that negative experiences with misinformation labels 
predict less support for labels, across all groups (Figure 8). Hence, we recommend further research on 
reducing interventions that are perceived by users as false positives. However, such research must also 
recognize that the complete elimination of false positives might be unattainable; and that there are 
profound limits to automated systems’ ability to solve platforms’ misinformation challenges (Li & 
Williams, 2018). At a minimum, the extent of these false positives across platforms should be more 
deliberately defined, measured, and reported, rather than captured through ad hoc observations and 
publicity generated by affected users and journalists (Knight, 2021; Rumpf, 2020). 
 

Findings  
 
We depict our findings with a series of descriptive statistics, as well as specific predictors for support or 
opposition to types of misinformation interventions (details on how we identify predictors can be found 
in Methods). We use “predict” interchangeably with “correlate” or “associate with,” and stress that none 
of our claims are causal. 

For visual clarity, we present most of our results using a 3-point classification of political party 
affiliation (Democrat/Republican/Neither), but distinguish between strong and weak partisans where 
relevant. Question wording is discussed in Methods and described in full in our pre-registration (Saltz et 
al., 2021). Additional or supporting analyses without accompanying visualizations are also presented in 
greater detail in the Appendix. 
 
Finding 1: Exposure to online misinformation interventions is common, but comprehension is limited.  
 
Since the 2020 U.S. election, a near-majority of our survey respondents (49%) have encountered platform 
credibility labels. Of these, some (44-72% depending on platform) report encountering them on a daily 
basis or more. The top half of Figure 1 shows that exposure is highly frequent across party lines, though 
typically more Democrats (52-68% depending on platform) report seeing credibility labels daily than 
Republicans (44-62%), with the exception of on Twitter. Notably, Democrats also reported following 
accounts they disagreed with at higher rates than Republicans (31% vs. 22%) as shown in Appendix Figure 
C4. Thus, it is difficult to conclude anything about the political leaning of the content respondents 
encountered. 
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However, the bottom half of Figure 1 reveals that stronger partisans—both Democrats and 

Republicans—report greater intervention exposure than weaker partisans. More precisely, we estimate 
that weak partisans, True Independents (those explicitly self-identifying as such or clearly expressing no 
preference between the two parties), and “everyone else” (who did not respond) report levels of exposure 
1-2 standard deviations below that of Strong Democrats and Strong Republicans. 
 

 
Figure 1. Frequency of exposure to credibility labels. The top plots show the percentage (x-axis) of responses in each frequency 
category (colored bar) for each respondent group (y-axis) and social media platform (columns). The “Neither” respondent group 

includes True Independents (identified via an explicit response), non-responders, and third-party affiliates. The bottom row of 
plots shows estimated standardized differences in the level of exposure between the different partisan groups using a simple t-

test. 

 
Despite high self-reported rates of exposure, respondents’ perceptions of how much social media content 
is actually audited are both mixed and uncertain. Figure 2 shows that more than 40% believe that content 
is mostly or all checked, and 17.5% are unsure about how much content is checked. Again, there are slight 
asymmetries by party: Democrats believe more content is fact-checked (49% believe all/most) than 
Republicans (34% believe all/most), but Republicans are more uncertain (20%) than Democrats (12%). 
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Figure 2. Perception of misinformation intervention frequency. Percentage of responses (x-axis) in each frequency category 

(colored bar) are shown for each subgroup (y-axis). For brevity, response percentages are only omitted for the “None” and “Not 
sure” categories. This survey question was asked after identifying each respondent’s most-used social media platform in the 

previous month. 

 
To be sure, even the authors are uncertain about the ground truth: it depends on which platform and 
what one means by “checked for accuracy.” For example, if all posts are automatically scanned with the 
potential to be flagged by detection systems, does this mean all posts are “checked” on these platforms? 
Nevertheless, this finding reveals that respondents largely perceive that at least some portion of content 
is checked.  
 
Finding 2: Support for interventions is polarized by political party. 
 
As we hypothesized, partisanship strongly predicts respondents’ broad support for or opposition to 
interventions, measured by aggregating a battery of questions (details in Methods). However, Figure 3 
shows that Strong Democrats are in a league of their own, nearly at the ceiling of possible support for 
misinformation interventions while all other categories (including Weak Democrats) show detectably less 
enthusiasm for interventions. Put differently, the attitudes of True Independents and “everyone else” are 
closer to the attitudes of Republicans. 
 

 
Figure 3. Support for misinformation interventions (overall index) by party. The plot on the left shows the mean and ±1.96 

standard errors of aggregate support (index rescaled to 0-1) by respondent group in the 6-point partisan identification scale; the 
plot on the right visualizes the standardized marginal differences (relative to Strong Democrat) in support between partisan 

groups using a simple t-test. 
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Disaggregating to specific intervention types (downranking, content labels, and removal), the top half of 
Figure 4 shows that support is asymmetric by party. Republicans evenly oppose all intervention types 
(labeling, downranking, removal), while Democrats especially strongly support removal (23% vs. 17-18% 
with other types). The bottom row of coefficients shows that Strong Democrats, in particular, express 
greater support for all intervention types than all other political groups (nearly a standard deviation more 
than Weak and Strong Republicans and nearly half a standard deviation more than Weak Democrats). 

 

 
Figure 4. Support for specific misinformation interventions by party. The top grid of plots shows percentage (x-axis) of 

responses in each approval category (colored bars) for each respondent group (rows) and intervention type (columns). The 
“Neither” category includes True Independents (identified via an explicit response), non-responders, and third-party affiliates. 

The bottom row of plots shows estimated standardized differences in the level of approval between the different partisan 
groups using a simple t-test (univariate model) as well as a battery of controls (adjusted model). 

 

Next, Figures 5 and 6 confirm that Republicans are more likely to see interventions as biased than 
Democrats. 59% of Strong Republicans attribute errors in “inappropriate” labels they’ve encountered due 
to biased judgment, while only 43% of Strong Democrats report the same. However, it is worth pointing 
out that in nearly every group including Strong Democrats, more respondents perceive error due to biases 
in judgment rather than unintended mistakes by humans or algorithms. 
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Figure 5. Attribution of label error by party. Percentage of responses (x-axis) in each error category (colored bar) are shown for 

each subgroup (y-axis). 

 
Finally, Figure 6 shows that when asked about particular sources of intervention, Republicans on average 
disapprove (give a mean rating of <3) of all options, while Democrats, in comparison, approve (>3) of 
nearly all options. Despite the aforementioned polarized support, both Democrats and Republicans most 
endorse independent fact-checkers and credential experts and least endorse Elected Officials to 
adjudicate or consult on intervention decisions. Republicans’ approval of credentialed experts is surprising 
given the prevalence of anti-expert attitudes on the right (Stecula et al., 2021; Motta, 2018), however, we 
note that (1) “credentialed expert" may take on differential meaning for Republicans and Democrats, and 
(2) this approval level is statistically or substantively indistinguishable from the others.  

Taken together, this set of results corroborates partisan polarization in broad support for 
interventions. We note that partisan media diets may partially explain Republicans’ differential opposition 
to interventions. Appendix Figure B2 shows that even after adjusting for party affiliation, conservative 
slant of respondents’ self-reported news diets predicts decreased support for interventions across the 
board. Further, Appendix Figure B3 shows that people who don’t follow news closely feel less strongly 
about interventions (frequency of following news predicts 0.2–0.4 standard deviations of lower 
ambivalence about misinformation interventions).  

Why might this be? Anti-platform policy cues from what political scientists term “elites” such as Fox’s 
Tucker Carlson (Carlson, 2020) may activate these attitudes, signaling that the party line on social media 
interventions for Republicans is to oppose them, and for Democrats is to support them. Alternatively, this 
may be due to lower political interest or knowledge of interventions rather than the absence of elite cues. 
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Figure 6. Mean approval for different intervention sources (“decision-makers”) by party. This plot shows mean approval levels 

±1.96 standard errors (using the same scale as in Figure 4) within various groups (panels) of different intervention sources or 
“decision-makers” (y-axis) for label / removing posts on social media. 

 
Finding 3: Broad trust in institutions predicts support for misinformation interventions. 
 
Confidence in American public institutions (e.g., elected officials, the Supreme Court, mainstream news 
media, universities) to act in the public good robustly predicts support for all categories of misinformation 
interventions amongst both Democrats and Republicans (Figure 7). In fact, institutional trust delivers the 
strongest effect for Republicans, both on the overall support index (left panel) and average support for 
user adjudicated and algorithmically adjudicated options respectively (right two panels). Importantly, 
institutional trust does not overlap entirely with partisanship: the correlation between Democrat partisan 
identification and institutional trust is only 0.14. 
 

 
Figure 7. Association between institutional trust and support for specific interventions. This plot shows how a standardized 

increase in institutional trust predicts an increase in support (x-axis) for the overall intervention support index as well as 
different categories of intervention sources (panels) amongst all respondents (black), as well as Republicans only (red) and 

Democrats only (blue). From our battery of questions, user-decided interventions are the following intervention sources (listed in 
Figure 6): users the respondent knows, a diverse group of volunteer users, or a politically moderate group of volunteer users. See 

the Methods section for the control variables used in the adjusted model. 
 

We examined whether trust in specific institutions drives support for some interventions over others and 
show (Appendix Figure C8) that this is largely not the case: most respondents’ confidence across all our 
presented institutions were highly correlated, and there was little discernible mapping between trust in a 
particular institution and deference to that same institution as an intervention decision-maker (e.g., 
confidence in social media companies and deference to social media employees). However, some 
institutions do appear to be more important: Appendix Figure C8 and a separate machine learning analysis 
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of intervention type attitudes (Appendix Figures C10, C11) show that trust in mainstream media outlets, 
fact-checkers, and the companies themselves more strongly predict positive attitudes than trust in other 
institutions. Taken together, our correlations suggest that the perceived legitimacy of social media 
interventions may be linked to the perceived legitimacy of social institutions more broadly. 

 

Finding 4: Positive experiences with misinformation interventions predicts increased support across 
groups. 
 
As with institutional trust, positive experiences with misinformation interventions marginally predict 
higher support for interventions (Figure 8), even for Republicans who oppose them in general. Conversely, 
people across the political spectrum also reported encountering “inappropriate/inaccurate” interventions 
(Figure 5), and these experiences were associated with decreased support (most robustly for 
Republicans). Using a content intervention (e.g., blocking a friend, reporting a post) correlates with 
support, though being on the receiving end does not correlate with a backlash. Furthermore, we find that 
the more people use platforms (both in the number of platforms and time spent on each platform), the 
more likely they are to support interventions. We hesitate to say the experiences reported here are 
themselves responsible for changes in attitudes: it’s possible respondents perceived interventions as 
appropriate (or used them) because of their prior positive attitudes. 
  

 
Figure 8. Association between social media experiences and intervention support (overall Index). This plot shows how a 

standardized increase in each experience variable (y-axis) predicts an increase in the overall intervention support index (x-axis) 
amongst all respondents (black), as well as Republicans only (red) and Democrats only (blue). See the Methods section for the 

control variables used in the adjusted model. 

 

Overall, this suggests that, in some cases, familiarity through usage, greater perceived intervention 
efficacy, and reduction of perceived false positives could help to overcome disapproving attitudes—
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though as described in Implications, attitudes towards interventions should be distinguished from 
intervention efficacy (i.e., superficially improving attitudes toward interventions without addressing the 
underlying concerns should not be a goal in and of itself).  
 

Methods  
 
Prior to any data collection, we registered our pre-analysis plan which included our research questions, 
prior hypotheses, and our measurement and analysis strategies, and can be found at (Barari et al., 2021). 
We summarize relevant components below. 
 
Research questions and hypotheses 
 
We initially outlined a number of research questions and hypotheses related to interventions. These 
questions and hypotheses were based on qualitative findings in Saltz and colleagues (2021). We fielded 
an online survey in order to evaluate how these findings generalized to a broader, demographically 
representative population sample in the United States.  

Our four research questions asked: (RQ1) how the strength of partisanship predicts overall support 
for online misinformation interventions, (RQ2) how trust in institutions predicts support for specific 
groups or resources as the sources of online misinformation, (RQ3) how preference for different types of 
media predicts general support for online misinformation interventions, and (RQ4) how specific platform 
experiences (e.g., exposure, usage) with interventions as well as the overall extensive and intensive 
margins of online platform usage predicts general support for online misinformation interventions.  

In brief, we hypothesized that stronger Republicans would support interventions less than all other 
groups and perceive interventions as more biased (RQ1); that trust in institutions would predict increased 
support for interventions, in particular, user-adjudicated interventions but not algorithm-assisted 
interventions (RQ2); that conservative media preferences would decrease intervention support while 
overall news engagement would increase ambivalent responding (RQ3); and that a variety of positive 
exposures or use cases of interventions would also increase support (RQ4). As the Findings section details, 
all our hypotheses, except our distinction between algorithmic and human interventions sources in RQ2, 
were robustly corroborated. 

For narrative clarity, we selected what we believed to be the most insightful findings in each category, 
rather than enumerating results for each hypothesis. The Appendix provides corresponding plots to all 
our pre-registered hypotheses as well as a number of exploratory analyses. 
 
Data collection 
 
Our survey responses were collected using Lucid, a commercial, online, opt-in survey panel with 1,207 
respondents. The main survey ran on Qualtrics from March 19 to March 22, 2021. Our respondents were 
quota-matched on gender, age, and income according to the 2018 Current Population Survey. We 
included two attention checks within the survey: 79% of respondents passed the first, 52% passed the 
second, and 91% passed at least one. To ensure our results are representative of both attentive and 
inattentive Internet users, we included respondents who failed attention checks in our analysis; results 
do not change if they are excluded. The highest rate of missingness for any question was 12% (for age), 
with most questions only missing 2-3% of responses, in line with our expectations following our pilot 
study.  
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Measures 
 
To prevent noisy inferences in survey research, particularly when it comes to nuanced or cognitively 
straining topics, it is crucial to measure opinions using multiple questions (Ansolabehere et al., 2008). We 
briefly discuss such measures used in the main text here. 

To measure support for online interventions, we averaged responses to several questions (see pre-
analysis plan) into a combined index that operationalizes support for interventions through a diversity of 
related measures, normalized to a continuous measure from 0 to 1. Our index has a Cronbach’s alpha of 
0.88, suggesting a high level of internal validity.  

Similarly, we measure institutional trust by average 5 point categorical responses to the question: 
“how much confidence, if any, do you have in each of the following to make decisions in the best interests 
of the public?” for various institutions: elected officials, professional fact-checkers, mainstream news 
media, your local news outlets, academic research institutions, social media companies. Cronbach’s alpha 
for this index was similarly high at 0.9. Responses across each institution were moderately correlated, 
between 0.52 and 0.67.  

The extensive margin of social media usage is simply a count of the number of social media platforms 
each respondent uses (i.e., provides a response other than ‘Never’ to the closed items or enters additional 
platforms in the open text question). Similarly, intensive margin of social media usage measures the 
average frequency [6 point scale] of usage of platforms that each respondent reports using. 
 
Analysis 
 
We test each of our pre-registered hypotheses using a two-sided t-test on each coefficient of interest 
estimated via ordinary least squares.  

For each confirmatory research question (those with strong prior hypotheses) and exploratory 
research question (those without prior hypotheses) that involved multiple hypothesis tests, we adjusted 
resulting p-values according to the Benjamini-Hochburg (1995) procedure for false discovery rate 
correction. The purpose of this is to set a more conservative significance threshold: without this, 
performing multiple tests might produce p-values that happen to fall below our significance threshold just 
by chance. We set the familywise threshold for confidently failing to reject each null hypothesis at 𝛼 = 
0.05.  

Control variables in all of our adjusted models above include: partisan affiliation (when it is not the 
independent variable displayed), age group, gender, income category, digital literacy normalized to [0,1], 
and race/ethnicity (see pre-analysis plan for exact wording). All coefficients in this paper are displayed 
with overlapping 90% and 95% corrected intervals, both adjusted via Benjamini-Hochburg.  
 
Limitations and future research 
 
Our approach has limitations that raise questions for further investigation. First, we emphasize that 
attitudes should not be confused with efficacy: that is, just because a person does not support a particular 
intervention such as a credibility label does not mean it is necessarily ineffective for a stated goal, such as 
accurate comprehension and recall of a credible claim. However, understanding attitudes is a crucial 
starting point for research on the interaction between attitudes and intervention efficacy.  

Second, we recognize that our survey reflects the political and social climate of a particular moment. 
Notably, we also conducted this work in the months following a highly polarized presidential election in 
the United States. We suggest conducting a longitudinal study to better understand how social and 
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political dynamics implicate our findings and how particular events might affect attitudes towards 
misinformation interventions. 

Next, given the scope of this survey, we were not able to exhaustively elicit preferences on more 
specific platform interventions. We recommend a follow-up experimental study, such as a conjoint task 
study, to isolate preferences for specific language and design elements for various groups. 

Finally, all surveys are limited in their external validity. Survey responses are prone to social 
desirability bias (DeMaio, 1984) and media exposure is difficult to accurately self-report (Guess, 2015). In 
particular, the self-reported frequencies are likely to be biased upward, or reported as more frequent 
than in actuality (Parry, 2021). Additional research opportunities to bolster the external validity of our 
findings include: 1) adapting and expanding similar surveys to compare findings to regions outside the 
United States, 2) continuing qualitative user research similar to our prior research (Saltz et al., 2021) with 
intervention-skeptical groups, and 3) incorporating behavioral data using tools such as an opt-in data 
browser3 to better understand the distribution and types of interventions encountered by various users 
across platforms.  
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Appendix A: Sample description 
 
Our sample (n = 1,207) consists of survey respondents recruited by the Lucid survey platform between 
March 19, 2021 and March 22, 2021 quota-matched to marginal distributions of several demographic 
variables. Table 1 compares the population distribution of those quota-matched variables (according to 
the 2018 Current Population Survey) with the resulting distribution in our sample. On inspection, our 
survey is roughly representative on the margins of these variables with a slight overrepresentation of 
older adults, post-graduate degree holders, and whites. 

Respondents were relatively attentive: about 80% of our respondents passed the first attention check, 
52% passed the second attention check, 91% passed at least one, while 42% passed both. All of our results 
include both attentive and inattentive respondents, and we are able to replicate all descriptions and 
analyses including and excluding such respondents. 

The median time spent on the survey was 9.2 minutes, the mean about 12.8 minutes, consistent with 
our expectations after piloting. The average missing response rate for our questions was less than 10%, 
consistent with our expectations after piloting, and did not seem correlated with demographic 
characteristics such as partisanship.  

For a list of all questions used in our survey, see our pre-registration at https://osf.io/dyzmk. 
 

Table 1. Representativeness of demographic traits in survey. 

  CPS Survey 

Age  No response  10.77% 

 18-24 10.42% 4.39% 

 25-34 13.88% 10.44% 

 35-44 12.58% 14.58% 

 45-64 25.76% 35.46% 

 65+ 15.81% 24.36% 

Education < High school 10.95% 3.74% 

 High school 47.14% 40.61% 

 College 30.3% 31.06% 

 Postgraduate 11.61% 24.58% 

Gender Female 51.25% 52.93% 

 Male 48.75% 46.65% 

 Non-binary  0.25% 

 Prefer to self-describe  0.17% 

Race Asian 5.42% 2.32% 

 Black 10.28% 7.95% 

 Other 4.18% 3.73% 

 White 80.12% 86.41% 

Income Less than $25,000 19.11% 19.77% 

 $25,000 to $49,999 20.79% 22.84% 

 $50,000 to $74,999 17.2% 19.19% 

 $75,000 to $99,999 12.48% 11.46% 

 $100,000 to $149,999 14.95% 13.87% 

 $150,000 or more 15.47% 11.3% 

 Prefer not to answer  1.58% 

https://osf.io/dyzmk
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Appendix B: Supplementary confirmatory results 
 
As specified in our pre-analysis plan, our study aimed to confirm specific hypotheses pertaining to 
misinformation intervention attitudes and partisanship (RQ1), institutional trust (RQ2), media preference 
(RQ3), and platform experience (RQ4). Due to space constraints and rhetorical clarity, we excluded from 
the main text a subset of analyses confirming our hypotheses for RQ1 and all analyses pertaining to RQ3 
altogether. 

Presented graphically below, the excluded analyses confirm that Republicans support interventions 
less than all other groups and perceive interventions as more biased (RQ1); and that conservative media 
preferences would decrease intervention support while overall news engagement would increase 
ambivalent responding (RQ3). 

See the Methods section in the main paper for more details on the calculation of confidence intervals 
and usage of models. 
 

 
Figure 1. Association between partisanship and perception of ideological bias. This plot reinforces a finding in the main text 
that Republicans are explicitly more likely to think interventions are biased against conservatives than Democrats (and even 

"everyone else”). Just as most groups perceive more biased judgment in credibility labeling, most groups also agree that 
interventions are not ideologically targeting liberal content (right panel). 
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Figure 2. Association between conservative news preference and intervention support (overall index). This plot shows that, 

with and without covariate adjustment, a standardized increase in conservative news slant in news diet (measured as an 
average of left/right codings of open-text sources of news as well as preference for 9 “anchoring” news sources: Fox News, CNN, 
Breitbart, Newsmax, Infowars, The Wall Street Journal, The New York Times, The Washington Post, MSNBC) predicts 0.25-0.75 

standard deviations of lower support for misinformation interventions. 

 

 

 
Figure 3. Association between news following and ambivalence towards interventions. This plot shows that, with and without 

covariate adjustment, frequency of following news (measured with a direct question a 6-point discrete scale) and average 
frequency across news modes (measured with a 6-point discrete scale for different news modes including tablet, desktop, 

mobile, radio, print news, local TV news, national TV news) predicts 0.2-0.4 standard deviations of lower ambivalence about 
misinformation interventions (aggregated across all questions in support index). 
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Appendix C: Supplementary exploratory results 
 

 
Figure 4. Non-congenial news consumption by party. This plot shows the baseline levels of following non-congenial news by 
different partisans. It shows that Democrats do so slightly more than Republicans (31% vs. 22%) and nearly twice as often as 
non-partisans or independents (17%). Overall, 27% of respondents answered that they follow social media accounts whose 

views they disagree with. 

 

 

 
Figure 5. Frequency of exposure to credibility labels by non-congenial news consumption. This grid shows percentage (x-axis) 

of responses in each exposure frequency category (y-axis) for each respondent group (rows) and social media platform 
(columns). 
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Figure 6. Trust in specific institutions by party. This grid shows mean confidence – 1.96 standard errors measured on a 6-point 

scale (x-axis) in specific American “institutions” (y-axis), originally asked in a series of Pew Research Center surveys (with the 
addition of People You Follow), for each respondent group (columns), used to create the institutional trust measure used in the 

paper. 

 

 

 
Figure 7. Trust in specific social media platforms by party. This grid shows mean confidence – 1.96 standard errors measured 
on a 6-point scale (x-axis) in specific social media companies (y-axis), for each respondent group (columns). Across all groups, 

Google is marginally most trustworthy, while WhatsApp and TikTok are least so, though there are small differences. 
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Figure 8. Association between trust in specific social media platforms and support for specific interventions. This grid shows 

standardized coefficients predicting the increase in support for specific types of interventions (columns) from increases in 
support for specific institutions (rows), both measured originally on 5-point scales. Each adjusted model controls for the usual 
covariates as well as confidence in all other institutions besides the one shown. We see that trust effects are highly correlated 
across the board, though trust in Mainstream Media, Fact Checkers, and Social Media Companies most strongly and robustly 

predicts increased support. 

 

 

 
Figure 9. Self-reported rates of temporary or permanent platform deletion by party. 

 

Predicting intervention attitudes 
 
Finally, to place our findings about partisanship (RQ1) and institutional trust (RQ2) in context, we sought 
to discover the strongest predictors of support for each intervention (downranking, label, removal) out of 
all possible variables including the demographic characteristics adjusted for in our previous models, 
additional demographic traits, all other disaggregated attitudinal responses (e.g., trust for specific 
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institutions, companies) and self-reported social media experiences (e.g., frequency of usage, exposures 
to good/bad interventions). 

To discover these, we fit an Elastic Net regression model of each support outcome on this predictor 
set.4 Following standard machine learning procedures, we estimated the hyper-parameters of this model 
via 10-fold cross-validation (or repeating re-fitting and evaluation). 

Figure 9 visualizes the strength (coefficient) of the top ten non-zero predictors on support for each 
specific intervention as well as the aggregated intervention support index that includes other support-
related questions. We see that strong Republican partisanship consistently surfaces as the strongest 
(negative) predictor of support, however institutional trust (particularly in the Mainstream Media) and 
frequency of social media usage are typically and consistently the next strongest predictors of increased 
support. 
 

 

 

 
 

 

 
4 The Elastic Net regression model is a regularized modification of linear regression, useful for identifying a selection of high-

signal predictors of the outcome variable within a much larger set of predictors. See “Regularization and variable selection via 

the elastic net” (Hastie & Zou 2005) for details. 

https://doi.org/10.1111/j.1467-9868.2005.00503.x
https://doi.org/10.1111/j.1467-9868.2005.00503.x
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Figure 10. Top non-zero predictors of intervention support in elastic net model. 
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